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Abstrak

Gangguan tidur harus dikelompokkan dengan benar agar bisa terdeteksi lebih dini dan ditangani dengan
baik. Namun, penelitian sebelumnya masih kurang lengkap karena hanya menggunakan satu metode
atau menghadapi masalah data yang tidak seimbang. Penelitian ini bertujuan membandingkan
kemampuan Logistic Regression dan Random Forest dalam mengklasifikasikan gangguan tidur
menggunakan dataset Sleep Health dari Kaggle. Dataset berisi 374 contoh dan 12 variabel yang terbagi
menjadi tiga kategori yaitu Insomnia, Tanpa Gangguan, dan Sleep Apnea. Proses data meliputi
pembersihan, pembagian dataset, serta penyeimbangan kelas dengan teknik SMOTE untuk menangani
ketidakseimbangan distribusi. Penilaian dilakukan dengan menggunakan metrik akurasi, precision,
recall, Fl-score, dan confusion matrix. Hasil temuan kami menunjukkan bahwa Logistic Regression
mencapai akurasi sebesar 96%, sedangkan Random Forest 92%. Secara ilmiah, Logistic Regression
lebih stabil pada data yang seimbang, sedangkan Random Forest lebih rentan terhadap variasi akibat
proses oversampling. Analisis model menunjukkan bahwa frekuensi terbangun, durasi tidur total,
kualitas tidur yang dirasakan, serta gejala seperti mendengkur atau henti napas merupakan faktor paling
berpengaruh dalam mendeteksi gangguan tidur. Hasil ini menunjukkan bahwa model yang sederhana
bisa lebih efektif dibandingkan model yang rumit setelah data diimbang, dan penemuan ini belum
banyak dibahas dalam literatur tentang kesehatan tidur.

Kata kunci: regresi logistik; random forest; klasifikasi; gangguan tidur; smote

Abstract

Sleep disorders must be classified accurately to enable early detection and proper treatment. However,
previous studies remain limited because they often rely on a single method or suffer from imbalanced
datasets. This study aims to compare the performance of Logistic Regression and Random Forest in
classifying sleep disorders using the Sleep Health dataset from Kaggle. The dataset consists of 374
samples and 12 variables categorized into three classes: Insomnia, No Disorder, and Sleep Apnea. The
data processing steps include cleaning, splitting the dataset, and balancing the classes using the
SMOTE technique to address distribution imbalance. Model evaluation was conducted using Accuracy,
precision, recall, Fl-score, and confusion matrix. Our findings show that Logistic Regression achieved
an Accuracy of 96%, while Random Forest obtained 92%. Scientifically, Logistic Regression
demonstrated greater stability on balanced data, whereas Random Forest was more sensitive to
variations introduced by oversampling. Model analysis revealed that frequency of nighttime
awakenings, total sleep duration, perceived sleep quality, and symptoms such as snoring or breathing
pauses were the most influential factors in detecting sleep disorders. These results indicate that simpler
models can outperform more complex ones after class balancing, a finding that has not been widely
reported in the existing sleep health literature.
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PENDAHULUAN

Gangguan tidur adalah masalah kesehatan yang terjadi di seluruh dunia dan bisa
memengaruhi kesehatan tubuh serta pikiran. Secara internasional, sekitar 16% orang dewasa
mengalami insomnia secara medis, dan diperkirakan lebih dari 900 juta orang dewasa
menderita gangguan tidur menghambat pernapasan (OSA). Kualitas tidur yang tidak cukup
bisa membuat kita kurang berenergi, lebih rentan cedera, dan mengganggu suasana hati serta
hubungan dengan orang lain. (Astari et al., 2024; Hartini et al., 2021; Hutagalung et al., 2022;
Ruriyanty.R et al., 2023; Wardani & Tiastiningsih, 2023). Dalam bidang informatika
kesehatan, penggunaan machine learning sangat penting karena mampu menganalisis data
seperti lama dan kualitas tidur untuk mendeteksi serta mengelompokkan gangguan tidur
dengan lebih cepat dan tepat, sehingga membantu dalam mendiagnosis lebih awal dan
membuat keputusan berdasarkan informasi yang akurat (Andira et al., 2022; Faradillah et al.,
2024; Monarisa et al., 2021; Rohmah, 2023).

Gangguan tidur menjadi salah satu masalah kesehatan yang semakin banyak ditemukan
belakangan ini, terutama pada kelompok usia yang aktif dan sibuk. Beberapa penelitian
menunjukkan peningkatan jumlah orang yang mengalami gejala seperti susah tidur, merasa
sangat lelah, hingga pola tidur yang tidak teratur, hal ini bisa membuat perhatian, kemampuan
bekerja, dan kondisi mental seseorang menurun(Sahri & Hasibuan, 2023). Meski demikian,
dalam penelitian sebelumnya, cara mengenali gangguan tidur masih menggunakan metode
tradisional yang kurang objektif, memakan waktu, dan tidak efektif untuk dianalisis dalam
skala besar. Oleh karena itu, para peneliti kini mulai menggunakan pendekatan machine
learning untuk menganalisis data tidur secara otomatis. Beberapa algoritma seperti Logistic
Regression dan Random Forest telah terbukti efektif dalam mengklasifikasikan jenis tidur dan
mendeteksi gangguan seperti insomnia atau sleep apnea, sementara teknik SMOTE sering
digunakan untuk membuat data lebih seimbang agar hasil prediksi lebih akurat (Hidayat, 2023;
Kivrak et al., 2024; Rao et al., 2025).

Meskipun banyak penelitian sudah menggunakan algoritma machine learning untuk
mengklasifikasikan gangguan tidur, masih sedikit penelitian yang secara rapi membandingkan
hasil antara model-model yang sederhana dan yang lebih rumit setelah data diimbang secara
tepat. Penelitian ini menggunakan dataset Sleep Health (Maulidah & Hidayati, 2024; Setyowati
et al., 2023) untuk mengklasifikasikan gangguan tidur dengan dua algoritma, yaitu Logistic
Regression dan Random Forest. Logistic Regression dipilih karena mampu memodelkan
hubungan antara fitur dan label secara sederhana dan efisien, serta mudah dipahami, sehingga
cocok untuk dataset kesehatan dengan jumlah fitur yang tidak terlalu banyak (Cahyani &
Budiman, 2025; Mufid & Kismiantini, 2024). Sementara itu, Random Forest dipilih karena
mampu menangani pola yang tidak linear dan interaksi antar variabel (Syahreza et al., 2024)
seperti durasi tidur, tingkat stres, dan kebiasaan sehari-hari, serta tahan terhadap masalah
overfitting (Larasati et al., 2024). Beberapa penelitian di bidang health informatics
menunjukkan bahwa kedua algoritma ini memiliki performa yang baik dalam mendeteksi
penyakit dan menganalisis pola kesehatan berbasis data (Irfannandhy et al., 2024; Pangestu et
al., 2025). Untuk mengatasi ketidakseimbangan kelas, digunakan teknik SMOTE, sedangkan
penilaian kinerja model dilakukan dengan menggunakan beberapa metrik seperti Accuracy,
precision, recall, dan f1-score untuk melihat efektivitas model secara menyeluruh.

Ketidakseimbangan antar kelas menjadi tantangan besar dalam menganalisis data
kesehatan, termasuk data gangguan tidur yang umumnya didominasi oleh kategori "normal".
Situasi ini menyebabkan model machine learning lebih mudah mengenali pola dari kelas yang
paling banyak (Haikal et al., 2023; Triginandri & Subhiyakto 2024), sementara mengabaikan
kelas yang lebih sedikit, seperti insomnia atau sleep apnea. Hal ini membuat model kurang
sensitif dalam mendeteksi kasus dari kelas minoritas (Rachmat et al., 2023). Untuk mengatasi
masalah tersebut, penelitian ini menggunakan teknik SMOTE, vyaitu cara untuk
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menyeimbangkan data dengan membuat sampel baru dari kelas yang jumlahnya sedikit tanpa
mengubah distribusi data terlalu banyak (A’la, 2025). Setelah menerapkan SMOTE, penelitian
ini membandingkan hasil dua jenis algoritma klasifikasi, yaitu Logistic Regression dan
Random Forest, menggunakan beberapa ukuran penilaian seperti akurasi, presisi, recall, dan
fl-score agar dapat mengevaluasi bagaimana efektifnya model tersebut secara menyeluruh.

Penelitian yang dilakukan oleh Ariyanto et al. (2024) menunjukkan bahwa metode
Logistic Regression mampu mengklasifikasikan kualitas tidur dengan akurasi sebesar 77%,
tetapi kinerjanya terbatas karena hanya menggunakan satu jenis algoritma. Di sisi lain,
penelitian Khasanah et al., (2025) menemukan bahwa Random Forest memiliki akurasi lebih
tinggi yaitu 89,69% dibandingkan dengan K-Nearest Neighbors (KNN) yang hanya mencapai
87,02%. Meskipun begitu, kedua metode tersebut masih mengalami kesulitan dalam mengenali
kategori Sleep Apnea karena ketidakseimbangan jumlah data. Logistic Regression kurang
efektif ketika digunakan pada data yang memiliki pola non-linear dan terdapat interaksi antar
variabel seperti tingkat stres, durasi tidur, serta kebiasaan harian, sedangkan Random Forest
cenderung memihak kelas mayoritas. Situasi ini menunjukkan adanya celah dalam penelitian,
yaitu belum ada studi yang secara menyeluruh membandingkan kedua algoritma tersebut pada
data yang sudah seimbang menggunakan teknik SMOTE untuk meningkatkan pengenalan
terhadap kelas minoritas.

Penelitian ini bertujuan membandingkan kemampuan algoritma Logistic Regression dan
Random Forest pada dataset Sleep Health yang telah diimbangi menggunakan teknik SMOTE.
Dengan pendekatan ini, penelitian ini berusaha memberikan analisis yang lebih lengkap
mengenai bagaimana efektivitas kedua algoritma berfungsi pada data yang tidak seimbang.
Selain itu, penelitian ini juga bertujuan meningkatkan tingkat akurasi dan sensitivitas model
dalam mengenali kelas minoritas seperti Sleep Apnea. Hasil yang diperoleh diharapkan dapat
menjadi pedoman dalam memilih metode klasifikasi yang paling sesuai untuk menganalisis
gangguan tidur, serta menjadi dasar pengembangan sistem deteksi otomatis yang lebih andal
dalam bidang kesehatan tidur.

METODE

Penelitian ini menggunakan pendekatan kuantitatif eksperimental berbasis komputer
dengan menerapkan dua algoritma pembelajaran mesin, yaitu Logistic Regression dan Random
Forest, untuk mengklasifikasikan jenis gangguan tidur. Dataset yang digunakan dalam
penelitian ini berasal dari Kaggle https://www.kaggle.com/datasets/uom190346a/sleep-health-
and-lifestyle-dataset yang berjudul Sleep Health and Lifestyle dan isi dataset terdiri dari 374
data dan 12 variabel, yaituPerson ID, Gender, Age, Occupation, Sleep Duration, Quality of
Sleep, Physical Activity Level, Stress Level, BMI Category, Blood Pressure, Heart Rate, dan
Daily Steps. Variabel target yang digunakan untuk klasifikasi adalah Sleep Disorder, yang
dibagi menjadi tiga kategori, yaitu None, Insomnia, dan Sleep Apnea.

Sebelum memulai pemodelan, ada beberapa langkah persiapan data yang dilakukan yaitu
data berupa angka seperti durasi tidur, detak jantung, tingkat stres, dan langkah harian diubah
agar skala semua fitur sama menggunakan metode StandardScaler. Data berupa kategori seperti
jenis kelamin, pekerjaan, dan kategori BMI diubah menjadi angka dengan metode one-hot
encoding. Nilai yang kosong atau tidak terisi dicek dan diisi kembali dengan nilai rata-rata
untuk data angka, serta dengan nilai paling umum untuk data kategori. Karena jumlah data
pada setiap kategori target tidak sama, metode SMOTE digunakan untuk menambah data pada
kategori yang sedikit, yaitu None, Insomnia, dan Sleep Apnea. Penambahan data ini hanya
dilakukan pada data latih agar tidak terjadi kebocoran data. Setelah data seimbang, seluruh
dataset dibagi menjadi 80% untuk latihan dan 20% untuk pengujian, dengan menjaga jumlah
kategori tetap seimbang.
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Model Logistic Regression dipilih karena kemampuannya dalam menjelaskan hubungan
probabilitas antara fitur dan label dengan pendekatan linear, serta sering digunakan dalam studi
kesehatan prediktif. Model ini menggunakan metode regularisasi L2 dengan batasan iterasi
maksimal sebanyak 1000 dan nilai random_state = 42. D1 sisi lain, Random Forest dipilih
karena kemampuannya dalam menangkap hubungan non-linear antar variabel dan mengurangi
risiko overfitting melalui mekanisme bagging. Model ini dibuat dengan 100 pohon keputusan
(n_estimators = 100) menggunakan parameter default. Kedua model dilatih dengan library
scikit-learn tanpa melakukan penyesuaian parameter (hyperparameter tuning) agar hasil
perbandingan tetap terkontrol dan bisa direplikasi kembali.

Performa model dievaluasi menggunakan empat metrik utama, yaitu akurasi, presisi,
recall, dan f1-score, untuk memberikan gambaran lengkap tentang kemampuan model dalam
mengklasifikasikan data multikelas. Selain itu, Confusion Matrix digunakan untuk mengetahui
jenis kesalahan klasifikasi pada setiap jenis gangguan tidur. Secara metode, kontribusi
penelitian ini terletak pada desain eksperimen yang membandingkan dua model dengan tingkat
kompleksitas berbeda pada data yang sudah disamakan menggunakan SMOTE, sehingga
hasilnya memberikan gambaran nyata mengenai perbedaan efektivitas model linear dan non-
linear dalam analisis kesehatan tidur.

HASIL DAN PEMBAHASAN
Hasil

Penelitian ini menggunakan dataset Sleep Health and Lifestyle yang diambil dari
platform Kaggle. Dataset tersebut berisi data dari 374 responden dengan variabel target yaitu
Sleep Disorder yang dibagi menjadi tiga kategori: No Disorder (219 responden), Insomnia (77
responden), dan Sleep Apnea (78 responden). Karena terdapat ketidakseimbangan jumlah
responden antar kategori, maka digunakan metode SMOTE untuk menjadikan jumlah data di
setiap kategori seimbang. Sebelum membangun model, data dibagi menjadi dua bagian, yaitu
data latih sebesar 80% dan data uji sebesar 20%. Pembagian ini dilakukan dengan parameter
random_ state = 42 agar hasil dapat direplikasi secara konsisten. Analisis dilakukan
menggunakan Python versi 3.10 di platform Google Colab dengan beberapa library seperti
pandas, scikit-learn, dan imbalanced-learn.

Distribusi Kelas Train Set Sebelum & Sesudah SMOTE

175 4 Sebelum SMOTE
Setelah SMOTE

= = =

15 N o

S v S
L

Jumlah Sampel
~
o

50

T T T
No Disorder Sleep Apnea Insomnia

Gambar 1. Distribusi antar kelas

Gambar 1 memperlihatkan perbandingan cara distribusi kelas pada data latih sebelum
dan setelah menggunakan SMOTE. Sebelum diterapkan SMOTE, data terlihat tidak seimbang
karena kelas No Disorder mendominasi, sedangkan kelas Sleep Apnea dan Insomnia memiliki
jumlah sampel yang lebih sedikit. Setelah menggunakan SMOTE, jumlah sampel di setiap
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kelas menjadi sama, masing-masing sebanyak 175 data. Proses penyeimbangan ini membantu
model belajar dengan lebih adil terhadap setiap kategori, sehingga mengurangi pengaruh kelas
yang jumlahnya lebih banyak.

Logistic Regression Random Forest

Insomnia 13 0 2 Insomnia - 13 ] 2

No Disorder 0 43 1 No Disorder o]

True label
True label

Sleep Apnea 0 0 16 Sleep Apnea 3 0 13

T T T T T T
Insomnia No Disorder Sleep Apnea Insomnia No Disorder Sleep Apnea
Predicted label Predicted label

Gambar 2. Confusion matrix

Gambar 2 menampilkan matriks kebingungan dari kedua model. Pada Logistic
Regression, sebagian besar prediksi benar, dengan total 43 data No Disorder, 13 Insomnia, dan
16 Sleep Apnea berhasil diklasifikasikan tepat, serta hanya ada tiga kesalahan klasifikasi.
Sementara itu, Random Forest juga menunjukkan performa yang baik, namun sedikit menurun,
dengan tiga data Sleep Apnea yang salah diklasifikasikan sebagai Insomnia. Secara
keseluruhan, kedua model mampu mengenali pola data dengan baik, terutama pada kelas No
Disorder yang terdeteksi sempurna. Namun, Logistic Regression lebih konsisten dalam
mengenali kelas minoritas setelah penerapan SMOTE, sedangkan Random Forest lebih rentan
terhadap perubahan data meskipun sedikit lebih sensitif terhadap variasi antar kelas.

Tabel 1. Hasil klasifikasi

Model Accuracy Precision Recall F1-Score
Logistic 96% 95% 95% 94%
Regression
Random Forest 92% 88% 89% 88%

Hasil model logistic regression sesuai dengan tabel 1 menunjukkan akurasi tertinggi
yaitu 96% dengan nilai precision, recall, dan fl-score semuanya di atas 94%. Metode ini
mampu mengklasifikasikan semua kelas secara konsisten termasuk kategori minoritas seperti
Sleep Apnea. Sementara itu, Random Forest mencapai akurasi 92%, tetapi performanya
menurun pada kelas minoritas, menunjukkan adanya kemungkinan overfitting setelah proses
SMOTE dilakukan. Analisis variabel menunjukkan bahwa durasi tidur, tingkat stres harian,
dan kualitas tidur subjektif merupakan faktor-faktor yang paling berpengaruh dalam
mendeteksi gangguan tidur. Hasil ini menegaskan bahwa faktor-faktor perilaku dan kondisi
psikologis harian berperan penting dalam membedakan berbagai kategori gangguan tidur.
Secara umum, Logistic Regression lebih efektif digunakan pada data yang telah
diseimbangkan, sedangkan Random Forest lebih cocok digunakan pada dataset yang besar
dengan distribusi alami.

Pembahasan

Hasil penelitian menunjukkan ada perbedaan nyata dalam kemampuan Logistic
Regression dan Random Forest dalam mengklasifikasikan gangguan tidur. Logistic Regression
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mencapai akurasi 96% dengan nilai precision, recall, dan fi1-score di atas 94%, sedangkan
Random Forest hanya mencapai akurasi 92% dan performa turun pada kelas minoritas.
Perbedaan ini tidak hanya terlihat dari angka, tapi juga mencerminkan cara kerja algoritma dan
bagaimana mereka berinteraksi dengan sifat data. Logistic Regression bekerja terbaik ketika
ada hubungan linear antar variabel. Setelah data diimbang menggunakan metode SMOTE,
distribusi kelas menjadi lebih merata, sehingga model bisa menentukan batasan keputusan
lebih jelas, termasuk pada kategori minoritas seperti Sleep Apnea. Hasil yang stabil
menunjukkan bahwa model sederhana yang sesuai dengan struktur data bisa menangkap pola
utama tanpa terganggu oleh fluktuasi atau noise dari data sintetis. Sebaliknya, meskipun
Random Forest mampu menangani pola yang tidak linear dan hubungan kompleks antar
variabel, performanya cenderung menurun pada kelas minoritas karena terjadi overfitting pada
pohon-pohon individu. Data yang dihasilkan dari SMOTE, meskipun sudah seimbang dalam
jumlah sampel, tidak selalu mencerminkan pola alami secara sempurna, sehingga model bisa
mengklasifikasikan beberapa sampel Sleep Apnea secara salah. Analisis fitur menunjukkan
bahwa variabel yang paling berpengaruh dalam mendeteksi gangguan tidur adalah durasi tidur,
tingkat stres harian, dan kualitas tidur yang dirasakan subjektif, karena ketiga variabel ini
berperan penting dalam membedakan setiap jenis gangguan tidur. Logistic Regression
menekankan variabel-variabel tersebut melalui koefisien yang signifikan, sementara Random
Forest menempatkan variabel-variabel tersebut sebagai fitur dengan tingkat kepentingan
tertinggi.

Hasil temuan menunjukkan bahwa logistic regression memiliki hasil yang lebih baik,
sesuai dengan penelitian yang dilakukan oleh Ariyanto et al. (2024) yang juga menggunakan
algoritma yang sama untuk memprediksi kualitas tidur dengan akurasi mencapai 77%.
Peningkatan kinerja dalam penelitian ini berkat penerapan SMOTE yang berhasil membuat
distribusi kelas lebih seimbang, sehingga model bisa lebih baik mengenali kategori minoritas
seperti Sleep Apnea. Berbeda dengan itu, penelitian Khasanah et al. (2025) menyatakan bahwa
Random Forest lebih unggul dibandingkan KNN dengan akurasi sebesar 89,69%. Keunggulan
Random Forest terjadi karena kemampuannya dalam mengolah data yang memiliki pola non-
linear dan hubungan antar variabel yang kompleks, yang sesuai dengan karakteristik data yang
digunakan. Namun meskipun akurasinya tinggi, nilai recall pada kelas minoritas tetap rendah
karena dataset tidak seimbang, sehingga model cenderung lebih fokus pada kelas mayoritas.

Temuan ini memberikan beberapa manfaat. Pertama, penelitian ini menekankan
pentingnya kesesuaian antara karakteristik data dan tingkat kompleksitas model machine
learning: model sederhana bisa lebih efektif pada dataset kecil yang sudah seimbang,
sedangkan model kompleks cocok untuk dataset besar dengan distribusi alami. Kedua, hasil
penelitian ini dapat menjadi dasar pengembangan sistem pendukung keputusan digital yang
membantu dokter mendeteksi gangguan tidur seperti insomnia dan Sleep Apnea secara lebih
cepat dan efisien. Ketiga, penelitian ini menyoroti variabel-variabel perilaku dan psikologis
harian sebagai faktor utama yang memengaruhi klasifikasi gangguan tidur, sehingga bisa
menjadi fokus dalam upaya intervensi kesehatan.

Keterbatasan dari penelitian ini antara lain jumlah sampel yang tidak terlalu banyak, yaitu
hanya 374 sampel, serta sumber data yang hanya satu, sehingga belum mampu mencakup
berbagai ragam pola tidur di masyarakat yang lebih luas. Selain itu, data yang dihasilkan
melalui metode SMOTE bersifat buatan dan mungkin tidak sepenuhnya mencerminkan
keadaan sebenarnya, sehingga masih ada kemungkinan terjadinya kesalahan dalam
mengklasifikasikan data. Untuk penelitian berikutnya, disarankan menggunakan dataset yang
lebih besar dan lebih beragam, termasuk berbagai kelompok orang dan faktor lingkungan yang
bisa memengaruhi kebiasaan tidur. Dapat juga dibandingkan kinerja algoritma lain seperti
Gradient Boosting atau XGBoost pada data yang seimbang maupun tidak seimbang.
Penambahan data fisiologis nyata, seperti detak jantung atau pola aktivitas tidur, akan membuat
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model lebih cocok untuk digunakan dalam aplikasi kesehatan yang membutuhkan prediksi
gangguan tidur menggunakan machine learning.

SIMPULAN

Penelitian ini menunjukkan bahwa Logistic Regression adalah model yang paling
efektif untuk mendeteksi gangguan tidur setelah data diimbangi menggunakan metode
SMOTE, dengan akurasi mencapai 96%, lebih baik dibandingkan Random Forest yang hanya
mencapai 92%. Hasil ini menunjukkan bahwa model yang lebih sederhana bisa memberikan
performa yang lebih baik pada data kesehatan yang sudah seimbang, sehingga tidak semua
model yang kompleks pasti lebih akurat. Secara praktis, penemuan ini membuka kemungkinan
Logistic Regression digunakan sebagai model yang efisien dan handal dalam sistem deteksi
dini gangguan tidur. Namun, karena ukuran dataset yang terbatas serta penggunaan data sintetis
SMOTE, hasil ini belum bisa diterapkan secara luas. Oleh karena itu, penelitian berikutnya
perlu menggunakan dataset yang lebih besar, melakukan wvalidasi eksternal, serta
mengggunakan metode yang lebih canggih seperti Gradient Boosting atau XGBoost untuk
meningkatkan keandalan model.
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