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Abstrak 

Koperasi Simpan Pinjam (KSP) Tepian Taduh menghadapi permasalahan dalam penilaian kelayakan 

kredit yang masih bersifat manual dan subjektif. Penelitian ini bertujuan mengembangkan Sistem 

Pendukung Keputusan (SPK) berbasis web menggunakan algoritma Naive bayes yang tidak hanya 

memvalidasi model, tetapi juga mengintegrasikannya ke dalam sistem operasional yang dapat langsung 

digunakan. Jeis penelitian ini adalah pengemabangan menggunakan model waterfall dengan analisis, 

dsain, implementasi dan pengujian. Analisis dilakukan dengan menerapkan algoritma naïve bayes untuk 

menghasilkan fitur confidence score untuk meningkatkan transparansi prediksi serta estimasi angsuran 

bulanan untuk menilai kemampuan bayar calon peminjam. Dataset mencakup 6.883 data historis 

pinjaman dari 714 anggota dengan sembilan fitur klasifikasi, dianalisis menggunakan algoritma Naive 

bayes dan divalidasi dengan teknik k-fold cross-validation. Hasil Model klasifikasi Naive bayes 

mencapai akurasi 93%, AUC 0,96, precision 94%, recall 96%, dan cross-validation score 0,921 

(±0,035). Pengujian Sistem menunjukkan bahwa sistem berbasis web ini berfungsi dengan baik tanpa 

adanya error. Selain itu waktu respons sistem ini rata-rata 1,95 detik per input. Implementasi sistem 

berbasis web ini berhasil mengatasi permasalahan penilaian yang subjektif, memfasilitasi pengambilan 

keputusan yang objektif secara real-time, serta meningkatkan transparansi dan akuntabilitas dalam 

manajemen risiko kredit di KSP Tepian Taduh. 

 

Kata kunci: confidence score; kelayakan kredit; koperasi simpan pinjam; naive bayes; sistem 

pendukung keputusan 

 

Abstract 

The Tepian Taduh Savings and Loan Cooperative (KSP) faces problems in creditworthiness 

assessment, which is still manual and subjective. This study aims to develop a web-based Decision 

Support System (DSS) using the Naive Bayes algorithm that not only validates the model but also 

integrates it into an operational system that can be used immediately. The research method used is 

development using the waterfall model with analysis, design, implementation and testing. The analysis 

was conducted by applying the Naive Bayes algorithm to generate confidence scores to improve 

prediction transparency and estimate monthly instalments to assess the repayment ability of prospective 

borrowers. The dataset included 6,883 historical loan data from 714 members with nine classification 

features, analysed using the Naive Bayes algorithm and validated using the k-fold cross-validation 

technique. Results The Naive Bayes classification model achieved 93% accuracy, 0.96 AUC, 94% 

precision, 96% recall, and a cross-validation score of 0.921 (±0.035). System testing showed that this 

web-based system functioned well without any errors. In addition, the average response time of this 

system was 1.95 seconds per input. The implementation of this web-based system successfully 

overcomes subjective assessment problems, facilitates real-time objective decision-making, and 

improves transparency and accountability in credit risk management at KSP Tepian Taduh. 

 

https://creativecommons.org/licenses/by-sa/4.0/
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PENDAHULUAN  

Institusi Keuangan Mikro (IKM) memegang peran fundamental sebagai pendorong 

penting bagi pembangunan ekonomi, pengentasan kemiskinan, dan penciptaan lapangan kerja 

secara global (Binaluyo et al., 2025). Salah satu bentuk IKM, yaitu Koperasi Simpan Pinjam 

(KSP), berfungsi sebagai lembaga yang membantu pengembangan potensi ekonomi 

masyarakat dengan menyediakan akses modal usaha. Sebagai lembaga keuangan mikro, KSP 

menyediakan fasilitas simpan pinjam yang menjadi sumber utama permodalan bagi anggota, 

khususnya pelaku Usaha Mikro, Kecil, dan Menengah (UMKM) yang menjadi tulang 

punggung perekonomian lokal ((Manuaba et al., 2024)). Peran ini mendukung inklusivitas 

keuangan dengan memberikan akses ke sumber pembiayaan yang cenderung lebih mudah 

dibandingkan lembaga keuangan formal (Alexander & Pratama, 2024) 

Pelaksanaan fungsi pinjaman pada IKM  menghadapi berbagai tantangan operasional, 

terutama saat cakupan layanan dan jumlah anggota terus bertambah (Nurjanah et al., 2023). 

Risiko utama yang dihadapi sektor microfinance adalah kredit macet, yang secara langsung 

mengancam keberlanjutan siklus keuangan dan operasional lembaga (Suarpurningsih et al., 

2022). Di Indonesia, banyak KSP memiliki rasio kredit macet yang mencapai 5,48%, melebihi 

batas toleransi 5% yang ditetapkan Kementerian Koperasi dan UKM (Ardiyanti et al., 2022; 

Mendrofa et al., 2023). Ketidakakuratan dalam proses penilaian kemampuan bayar atau 

kesalahan analisis data calon nasabah sering menjadi pemicu utama kredit macet  (Habibulloh 

& Topiq, 2021). Kesalahan ini muncul karena proses pemberian pinjaman masih terlalu 

bergantung pada penilaian manual dan subjektif petugas tanpa didukung data yang terstruktur, 

diperparah oleh kebijakan perkreditan yang kurang selektif di beberapa KSP (Hia, 2024). 

Faktanya, KSP dituntut untuk lebih hati-hati dan selektif dalam memberikan kredit kepada 

anggotanya karena meningkatnya rasio kredit yang menunggak (Ningsih et al., 2023). 

Akibatnya, probabilitas pemberian pinjaman kepada anggota yang sebenarnya tidak layak 

meningkat, yang dapat memicu kerugian finansial bagi lembaga (Noriega et al., 2023). 

Penerapan sistem credit scoring yang lebih sistematis dan berbasis data menjadi langkah 

penting untuk mengurangi risiko kredit macet dan menjaga keberlanjutan inklusi keuangan di 

sektor mikrofinansial (Kabir et al., 2024; Noriega et al., 2023). 

Sistem Pendukung Keputusan (SPK) menjadi salah satu solusi potensial karena mampu 

menyediakan proses analisis berbantuan komputer yang sistematis, konsisten, dan mudah 

dioperasikan. SPK merupakan bagian dari sistem informasi berbasis komputer yang dirancang 

untuk mendukung pengambilan keputusan dalam suatu organisasi dengan antarmuka yang 

user-friendly (Azadi & García-Peñalvo, 2025), memungkinkan pengolahan data secara 

terstruktur sehingga dapat mengurangi tingkat kesalahan dalam analisis kelayakan kredit 

(Sudrajat et al., 2022). Kebutuhan untuk membantu petugas kredit dalam menghemat waktu 

meninjau status peminjam dan mempercepat layanan merupakan motivasi utama 

pengembangan SPK (Nallakaruppan et al., 2024) 

SPK yang dikembangkan mengintegrasikan algoritma naive bayes untuk memprediksi 
kelayakan pinjaman secara efisien melalui klasifikasi data historis (Nurjanah et al., 2023; 

Triayudi & Sumiati, 2022). Naive bayes mampu menangani klasifikasi data biner dan 

menghasilkan prediksi yang andal bahkan dengan data pelatihan yang terbatas (Afandi et al., 

2024). Hal ini sejalan dengan temuan Ghazi et al. (2023) yang menunjukkan naive bayes lebih 

robust terhadap overfitting dibandingkan Decision Tree pada dataset dengan dimensi serupa. 

Algoritma ini lebih efisien untuk implementasi real-time dibanding Random Forest karena 

kesederhanaan dan kecepatan dalam proses pelatihan (Suryani, 2023). Keunggulan utama 

naive bayes adalah kemampuannya memberikan probabilitas prediksi (confidence score) 
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secara langsung melalui perhitungan probabilitas posterior sesuai Teorema Bayes (Depari et 

al., 2022), yang mendukung mendukung transparansi dalam pengambilan keputusan kredit. 

Penelitian sebelumnya menunjukkan efektivitas naive bayes dalam prediksi kelayakan 

kredit dengan tingkat akurasi tinggi, mulai dari 81,32%, 84%, 98%, hingga 99,8% (Jannah et 

al., 2025; Suarpurningsih et al., 2022; Patrianingsih & Sugianta, 2024). Penelitian (Rahmawati 

et al., 2022), mencapai akurasi 90,79% dan AUC 0,935 dalam klasifikasi persetujuan kredit 

pada nasabah bank. Meskipun naive bayes telah terbukti efektif dalam prediksi kelayakan 

kredit, penelitian sebelumnya belum mengintegrasikannya ke dalam sistem operasional 

berbasis web untuk penggunaan real-time, serta belum menyediakan fitur confidence score dan 

estimasi angsuran bulanan.  

Penelitian ini bertujuan mengembangkan SPK berbasis web dengan integrasi naive 

bayes, confidence score, dan estimasi angsuran bulanan pada KSP Tepian Taduh untuk 

meningkatkan akurasi, transparansi, dan efisiensi penilaian kelayakan kredit melalui sistem 

operasional yang dapat langsung digunakan petugas kredit secara real-time. Implementasi 

sistem ini diharapkan dapat mengurangi tingkat kredit macet, mempercepat proses evaluasi 

kredit, serta meningkatkan keberlanjutan operasional KSP. 
 

METODE 

Penelitian ini menggunakan pendekatan kuantitatif terapan dengan desain eksperimental 

untuk mengembangkan SPK kelayakan kredit berbasis algoritma naive bayes pada KSP Tepian 

Taduh, Kabupaten Sintang. Pengembangan sistem mengikuti model waterfall, yang mencakup 

tahapan analisis data, pra-pemrosesan data, pembentukan dan validasi model, serta 

implementasi sistem berbasis web menggunakan bahasa pemrograman python dengan 

framework flask.  

Implementasi naive bayes didasarkan pada Teorema Bayes, dimana setiap kelas memiliki 

nilai probabilitas tersendiri yang menjadi dasar untuk pengambilan keputusan Secara 

matematis menggunakan persamaan 1. Naive bayes mengasumsikan independensi antar fitur, 

sehingga probabilitas gabungan dapat dihitung secara sederhana, menjadikan proses klasifikasi 

efisien dan ringan secara komputasi. Algoritma ini menghasilkan confidence score berupa nilai 

probabilitas P(H|X) yang menunjukkan tingkat keyakinan prediksi. Efisiensi perhitungan dan 

transparansi hasil membuat naive bayes ideal untuk implementasi real-time pada sistem 

berbasis web yang menampilkan hasil klasifikasi, confidence score, dan estimasi angsuran 

bulanan.  

 

P(H ∣ X ) =
P(H∣∣X )𝑃(𝐻)

P(X)
                                                                                           (1) 

 

Keterangan: 

P(H|X) = Probabilitas posterior (probabilitas kelas H jika diberikan data X) 

P(X|H) = Likelihood (probabilitas data X jika kelasnya H) 

P(H)  = Prior probability (probabilitas awal kelas H) 

P(X)  = Evidence (probabilitas data X muncul) 

 

Data penelitian berupa data sekunder historis transaksi pinjaman anggota KSP Tepian 

Taduh periode Januari–Desember 2024 yang dikumpulkan melalui dokumentasi dan observasi. 

Dataset mencakup 6.883 entri pinjaman dari 714 anggota unik dengan distribusi kelas 1880 

layak dan 4937 tidak layak. Kondisi ketidakseimbangan kelas ini dapat memengaruhi performa 

model jika hanya dievaluasi menggunakan metrik akurasi. Oleh karena itu, metrik seperti 

precision, recall, f1-score, dan Area Under the Curve (AUC) digunakan karena lebih efisien 

dalam menilai kinerja model pada dataset yang tidak seimbang.  
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Variabel yang digunakan meliputi sembilan variabel independen dan satu variabel target, 

yaitu kelayakan kredit. Beberapa variabel numerik diolah melalui proses diskritisasi, yaitu 

mengubah data numerik menjadi kelompok diskrit atau kategorikal, untuk mengoptimalkan 

performa algoritma naive bayes.  Sebelum pemodelan, dilakukan pra-pemrosesan data untuk 

memastikan akurasi dan keandalan dataset karena tahap ini sangat memengaruhi performa 

model credit scoring. Missing values ditangani menggunakan listwise deletion untuk menjaga 

integritas data historis. Variabel numerik kemudian didiskritisasi agar sesuai dengan 

karakteristik Naive Bayes yang optimal pada data kategorikal, sedangkan seluruh variabel 

kategorikal dienkode menggunakan LabelEncoder. Keseluruhan variabel independen tersebut 

selanjutnya digunakan dalam pembentukan model untuk menghasilkan penilaian kelayakan 

kredit yang lebih komprehensif (Tanza & Utari, 2022). 

 

Table 1. Daftar variabel dan tipe data  

Variabel Atribut Tipe Data 

X1 Besar Pinjaman Numerik 

X2 Usia Numerik 

X3 Jangka Waktu Numerik 

X4 Jenis Pinjaman Kategorikal 

X5 Kategori (Riwayat Kredit) Kategorikal 

X6 Jenis Kelamin Kategorikal 

X7 Pekerjaan Kategorikal 

X8 Nilai Angunan Numerik 

X9 Saldo Pinjaman Numerik 

Y Kelayakan Kategorikal (Target) 

 

Dataset dibagi menjadi data latih dan data uji dengan rasio 80:20 menggunakan random 

state 42 agar proporsi kelas tetap konsisten. Model CategoricalNB diterapkan menggunakan 

parameter default dari scikit-learn untuk menjaga efisiensi komputasi pada sistem berbasis 

web. Validasi dilakukan dengan k-fold cross-validation (k=10) guna memastikan kestabilan 

model dan mencegah overfitting. Kinerja dievaluasi menggunakan precision, recall, f1-score, 

dan  AUC yang lebih representatif pada kondisi kelas tidak seimbang dibandingkan akurasi 

yang cenderung bias terhadap kelas mayoritas (Wilujeng et al., 2023). 

 

HASIL DAN PEMBAHASAN 

Hasil 

Model Naive bayes dilatih menggunakan 5.452 data training dan diuji pada 1.364 data 

testing dengan 9 fitur terkategorikan. Tahap validasi model menunjukkan hasil evaluasi pada 

Tabel 2, menun akurasi 92% pada data training dan 93% pada data testing. Perbedaan minimal 

antara kedua akurasi ini mengindikasikan model tidak mengalami overfitting dan memiliki 

generalisasi yang baik terhadap data baru. Metrik klasifikasi menunjukkan nilai precision 0,89 

dan recall 0,84 pada kelas layak lebih rendah dibanding precision 0,94 dan recall 0,96 pada 

kelas tidak layak. Hal ini menandakan model lebih fokus dan akurat dalam mendeteksi risiko 

kredit macet untuk meminimalkan potensi kredit macet KSP. F1-score di kedua kelas 

menunjukkan keseimbangan performa, dengan cross-validation score 0,921 (±0,035) 

menegaskan stabilitas dan konsistensi model di setiap fold percobaan. 

Confusion matrix pada tabel 3, memperkuat temuan dari metrik recall. Tingginya recall 

untuk kelas tidak layak terlihat dari 38 instance yang salah diklasifikasikan sebagai layak (false 

positive), sedangkan recall yang lebih rendah untuk kelas layak terlihat dari 61 instance yang 

salah diklasifikasikan sebagai tidak layak (false negative). Pola ini mengindikasikan bahwa 
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model meminimalkan risiko kredit macet dengan memprioritaskan penghindaran false negative 

(melewatkan peminjam berisiko), yang sesuai dengan strategi konservatif yang diinginkan 

dalam manajemen risiko kredit. 

 

Tabel 2. Hasil evaluasi model naive bayes 

Metrik Nilai 

Akurasi Training 92% 

Akurasi Testing 93% 

Precision (layak) 0,89 

Recall(layak) 0,84 

F1-Score (layak) 0,86 

Precision (tidak layak) 0,94 

Recall (tidak layak) 0,96 

F1-Score (tidak layak) 0,95 

Cross Validation Score 0,921 (±0,035) 

 

Table 3. Confusion matrix 

 Prediksi Layak Prediksi Tidak layak 

Layak 315 61 

Tidak Layak 38 950 

 

Pada gambar 1, kurva ROC menunjukkan kemampuan model membedakan antara 

penerima kredit layak dan tidak layak. Nilai AUC sebesar 0,96 menandakan model bekerja 

baik, selaras dengan pola precision dan recall yang ditampilkan pada confusion matrix. Nilai 

AUC yang mendekati 1 menandakan model memiliki kemampuan diskriminatif yang tinggi 

dalam mengklasifikasi kelayakan kredit.  

 

 
Gambar 1. Kurva roc 

 

Berdasarkan hasil evaluasi model, sistem pendukung keputusan ini mampu memberikan 

prediksi kelayakan kredit secara akurat dan konsisten. Selanjutnya, hasil model tersebut 

diimplementasikan ke dalam sistem berbasis web. Perancangan sistem ini dimulai dengan 

flowchart alur kerja sistem secara keseluruhan gambar 2, yang menggambarkan tahapan dari 

login hingga output prediksi. 
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Gambar 2. Flowchart alur sistem 

 

 
Gambar 3. Halaman prediksi kredit 

 

 
Gambar 4. Hasil Prediksi 

 

Sistem dibangun menggunakan python dan flask, dengan model CategoricalNB 

terhubung ke backend untuk memproses prediksi kelayakan kredit anggota.Tampilan 

antarmuka dirancang untuk memudahkan petugas KSP mengakses hasil prediksi model secara 
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cepat dan intuitif. Halaman input prediksi gambar 3, berfungsi sebagai antarmuka utama tempat 

petugas memasukkan sembilan variabel pemohon pinjaman secara manual. Setelah data 

dimasukkan, halaman hasil prediksi gambar 4, adalah tempat model menampilkan hasil 

akhirnya. Setelah data pemohon dimasukkan, sistem langsung menampilkan tiga informasi, 

status prediksi (layak/tidak layak), tingkat kepercayaan model (confidence score), dan estimasi 

angsuran bulanan. Semua informasi ini menjadi panduan utama bagi petugas KSP saat 

membuat keputusan kredit. Secara keseluruhan, sistem ini berhasil menggabungkan hasil 

model naive bayes ke dalam kegiatan harian KSP. Fitur-fitur seperti prediksi cepat dan 

pembersihan data otomatis pada upload file CSV adalah solusi praktis yang membuat proses 

pengambilan keputusan kelayakan kredit menjadi lebih cepat dan terstruktur. 

 

Tabel 1. Pengujian black box 

No. Fungsionalitas 

yang Diuji 

Skenario Pengujian Hasil yang Diharapkan Status 

1. Login Pengguna Menginput username 

dan password yang 

terdaftar. 

Sistem berhasil masuk ke 

halaman beranda. 

Berhasil 

2. Input Data Prediksi Admin menginput 

sembilan variabel 

pemohon pinjaman pada 

halaman prediksi kredit. 

Data terkirim ke backend 

danCategori calNB 

diaktifkan. 

Berhasil 

3. Tampil Hasil 

Prediksi 

Setelah input, sistem 

menampilkan hasil. 

Tampil prediksi 

(Layak/Tidak Layak), 

confidence score, dan 

estimasi angsuran. 

Berhasil 

4. Prediksi Instan Mengaktifkan aksi 

prediksi pada data 

anggota yang sudah ada 

di halaman data anggota. 

Prediksi ditampilkan 

tanpa perlu input ulang. 

Berhasil 

5. Fungsi CRUD Melakukan operasi 

create, read, update, 

delete pada halaman data 

anggota. 

Data anggota berhasil 

dimanipulasi dan tercatat 

di database. 

Berhasil 

6. Pembersihan Data 

Upload 

Mengunggah file CSV 

yang mengandung 

missing values atau 

format tidak standar. 

Sistem berhasil 

melakukan pembersihan 

data otomatis sebelum 

disimpan. 

Berhasil 

7. Eksport Riwayat Mengklik tombol 

eksport to excel pada 

halaman riwayat 

prediksi. 

File Excel (.xlsx) berhasil 

diunduh, berisi semua 

riwayat prediksi. 

Berhasil 

 

Agar sistem dipastikan berjalan sesuai harapan, dilakukan uji black box terhadap seluruh 

fungsi utama sistem. Hasil pengujian Tabel 3 menunjukkan bahwa semua tujuh fungsi utama 

beroperasi dengan baik sesuai desain fungsional. Setelah model teruji valid dan sistem terbukti 

fungsional melalui pengujian black box, hasil pengamatan waktu respon menunjukkan rata-

rata pemrosesan prediksi sebesar 1,95 detik per input. Hal ini menandakan bahwa sistem 

bekerja secara efisien dan responsif di lingkungan operasional KSP. 
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Pembahasan 

Hasil penelitian menunjukkan bahwa algoritma Naive Bayes mampu menghasilkan 

performa klasifikasi yang tinggi pada data kelayakan kredit KSP Tepian Taduh, dengan akurasi 

93% dan nilai AUC 0,96. Nilai tersebut mengindikasikan kemampuan diskriminatif model 

yang sangat kuat dalam membedakan pemohon layak dan tidak layak, sejalan dengan temuan 

bahwa Naive Bayes efektif digunakan pada kasus klasifikasi keuangan dan risiko (Afandi et 

al., 2024; Depari et al., 2022). Berdasarkan confusion matrix, model menunjukkan 

kecenderungan konservatif, dengan recall tinggi pada kelas tidak layak (96%) yang 

mengindikasikan kemampuan model mendeteksi peminjam berisiko secara lebih akurat. 

Sebagaimana dijelaskan oleh Habibulloh dan Topiq (2021) serta Mendrofa et al. (2023), 

pendekatan konservatif ini penting bagi lembaga keuangan mikro yang sensitif terhadap risiko 

kredit macet. 

Performa model dalam penelitian ini berada pada rentang yang kompetitif. Penelitian 

Suarpurningsih et al. (2022) melaporkan akurasi lebih tinggi (98%–99,8%), namun temuan 

mereka tersebut menggunakan dataset yang lebih kecil dan relatif bersih, sehingga kurang 

mencerminkan kompleksitas data operasional nyata. Sebaliknya, penelitian ini menggunakan 

6.883 data riil pinjaman dengan variasi atribut yang lebih heterogen, sehingga akurasi 93% dan 

cross-validation 0,921 (±0,035) menunjukkan performa yang stabil dalam kondisi operasional 

sebenarnya. Temuan ini sejalan dengan Jannah et al. (2025) yang menilai Naive Bayes tetap 

kompetitif dan efisien meskipun menghadapi data kategori yang beragam. 

Keunggulan Naive Bayes dalam efisiensi komputasi dan ketahanannya terhadap 

overfitting (Ghazi et al., 2023; Suryani, 2023) turut mendukung implementasi sistem berbasis 

web yang responsif dengan rata-rata waktu 1,95 detik. Integrasi fitur confidence score dan 

estimasi angsuran menjadikan sistem ini tidak hanya sebagai alat klasifikasi, tetapi juga 

instrumen pendukung keputusan yang transparan, sejalan dengan prinsip explainability dalam 

penilaian risiko keuangan (Nallakaruppan et al., 2024). hasil temuan ini menununjukkan bahwa 

false prediction banyak terjadi pada skor keyakinan di bawah 75% menunjukkan bahwa sistem 

dapat membantu petugas dalam melakukan verifikasi manual pada kasus ambigu. 

Sistem SPK yang kami bangun siap digunakan secara real-time oleh petugas kredit. 

Sistem yang dikembangkan tidak hanya memberikan prediksi kelayakan kredit, tetapi juga 

menampilkan confidence score dan estimasi angsuran bulanan. Fitur confidence score berbasis 

probabilitas posterior memberikan transparansi tambahan bagi petugas, sejalan dengan 

rekomendasi Nallakaruppan et al. (2024) yang menekankan pentingnya explainability dalam 

sistem penilaian risiko. Analisis terhadap skor keyakinan menunjukkan bahwa sebagian besar 

false prediction memiliki nilai di bawah 75%, menandakan area yang layak untuk verifikasi 

manual sebelum keputusan final diambil. 

Penelitian ini memperkuat bukti bahwa Naive Bayes efektif untuk data kredit koperasi 

yang tidak seimbang (Prayoga et al., 2025). selain itu, integrasi model ke dalam sistem 

operasional KSP meningkatkan objektivitas, efisiensi layanan, dan akuntabilitas keputusan, 

mendukung rekomendasi digitalisasi proses kredit (Sudrajat et al., 2022; Nurjanah et al., 2023). 

Meskipun demikian, pengembangan selanjutnya dapat mempertimbangkan teknik 

oversampling seperti SMOTE serta eksplorasi model ensemble untuk meningkatkan akurasi 

dan mengurangi ketergantungan pada asumsi independensi Naive Bayes. 

Meskipun performa model tinggi, penelitian ini memiliki keterbatasan, terutama terkait 

asumsi independensi fitur pada Naive Bayes yang tidak selalu terpenuhi dalam data keuangan 

serta ketidakseimbangan kelas yang berpotensi meningkatkan false negative. Untuk penelitian 

selanjutnya, penggunaan teknik oversampling seperti SMOTE (Wilujeng et al., 2023), 

penerapan algoritma ensemble seperti Random Forest atau Gradient Boosting, serta integrasi 

Explainable AI (XAI) direkomendasikan guna meningkatkan akurasi dan keterjelasan hasil 

prediksi. 
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SIMPULAN 

Penelitian ini berhasil mengembangkan sistem pendukung keputusan berbasis web untuk 

penilaian kelayakan kredit di KSP Tepian Taduh menggunakan algoritma naive bayes dengan 

akurasi 93%, AUC 0,96, dan waktu respons 1,95 detik. Sistem dilengkapi confidence score dan 

estimasi angsuran yang meningkatkan transparansi dan objektivitas keputusan, menggantikan 

proses penilaian manual yang subjektif. Meskipun memiliki keterbatasan pada asumsi 

independensi antar variabel dan ketidakseimbangan kelas, sistem ini terbukti efektif dan dapat 

diadaptasi oleh lembaga keuangan mikro lain. Penelitian selanjutnya disarankan untuk 

mengeksplorasi teknik oversampling seperti Synthetic Minority Oversampling Technique 

(SMOTE) suntuk menangani ketidakseimbangan kelas, serta menguji algoritma ensemble atau 

boosting yang lebih kompleks guna meningkatkan akurasi dan kemampuan generalisasi model. 
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