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Abstract

Sorong City holds a strategic position in the export economy of Papua Barat Daya; however, its export
performance remains volatile due to global price fluctuations, logistical constraints, and shifts in
international demand. To address these challenges, this study applies machine learning-based
classification to analyze and predict export trend dynamics of Sorong’s leading commodities.
Specifically, the study compares the performance of Naive Bayes and Random Forest classifiers within
a quantitative experimental framework. The dataset comprises 874 export records (2023-2025),
including HS Codes, export values, destination countries, exporters, and export types. The
methodological workflow encompasses data preprocessing, trend labeling, normalization, label
encoding, class balancing using SMOTE, and model evaluation via 80:20 train-test split and 10-fold
cross-validation. Performance metrics include accuracy, precision, recall, F1-score, and ROC-AUC.
Experimental results reveal that Random Forest outperforms Naive Bayes, achieving 74% accuracy
compared to 57%, and more effectively captures nonlinear feature relationships. Despite a reduction in
ROC-AUC during cross-validation, Random Forest demonstrates greater robustness in export trend
prediction. Overall, the findings highlight the potential of machine learning to enhance regional trade
forecasting, inform evidence-based policy formulation, and strengthen data-driven export management
in emerging regional economies.
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INTRODUCTION

Sorong City is a strategic economic hub in Southwest Papua and serves as the main
gateway for international trade from eastern Indonesia due to its location on the western coast
of Papua Island. Its economic strength is supported by abundant natural resources, including
marine fisheries, processed wood, and plantation commodities such as nutmeg, coffee, and
cocoa, which contribute significantly to regional income and national foreign exchange
(Muzwardi & Nurhayati, 2025). Despite this potential, Sorong’s export sector faces complex
challenges amid intensifying global competition. Local governments and business actors are
therefore required to adopt technology-driven and data-oriented strategies to remain
competitive (Pratama & Hutajulu, 2022). Moreover, global price volatility, logistical
disruptions, and shifting trade policies of partner countries continue to affect regional economic
stability (Harjanto et al., 2023; Sarangi et al., 2025). Recent statistics even show short-term
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growth accompanied by year-on-year decline, indicating unstable market dynamics that
demand predictive and technology-based policy support (Harjanto et al., 2023).

Machine learning has emerged as a promising analytical approach to address export
uncertainty because of its ability to process large-scale datasets, capture complex nonlinear
relationships, and generate reliable forecasts (Hathikal et al., 2020; Ozden, 2022; Qi et al.,
2025; Ramadhani, 2022). Celik & Celik (2025) demonstrate that hybrid models such as LSTM,
ARIMA, and GBM each have distinct advantages: LSTM excels during crises, ARIMA
remains stable under low volatility, and GBM balances accuracy and risk, though their study
is limited to seven major commodities. Dionissopoulos et al. (2024) highlight the effectiveness
of AutoML with AutoKeras NN and TPOT based on Random Forest and GBM, achieving high
accuracy with error rates of 0.29-9.8% and predicting price directions with success
probabilities of 73-85%, though restricted to European Union data. He et al. (2021) propose a
commodity classification framework using CNN and Transformer fusion, reaching 88-99%
accuracy in HS-code classification, while Thaker et al. (2024) employ CNN with satellite
imagery and weather data to forecast wheat prices, though performance declines due to
crowding effects and weak generalization. Albanna & Diana (2025) further show that the
Prophet method applied to forecasting staple food sales in traditional retail achieves an average
accuracy of 94.09%, effectively capturing strong seasonal patterns such as demand surges
before Ramadan and Eid al-Fitr.

Other studies reinforce the relevance of Random Forest and Naive Bayes in trade and
commodity contexts. Tiits et al. (2024) integrate gravity models with Random Forest to predict
bilateral export values at the HS-6 digit level, while Zhang et al. (2022) apply Random Forest
with the Gini Index to identify dominant factors in China’s import-export economy, achieving
R2> 0.9 though limited to Beijing. Yunita et al. (2025) how that Random Forest is more stable
than SVM and Decision Tree in predicting local robusta coffee prices, despite small datasets.
Suhadi (2025) applies Naive Bayes for sentiment analysis of the Bisa Ekspor application,
achieving 85.8% accuracy, 81.4% precision, and 92.7% recall. Danny & Muhidin (2025) report
that optimized Random Forest achieves an almost perfect R* of 0.9984 in predicting global
palm oil production, while Aprianto et al. (2024) and Elbasi et al. (2023) confirm Naive Bayes
consistency with accuracy above 80%. Fakhrizal et al. (2025) strengthen Random Forest’s
position with 96.65% accuracy in obesity classification, although static datasets remain a
limitation. Meanwhile, Adi & Sudianto, (2022) emphasize the predictive strength of LSTM
with low RMSE, though requiring significant computational resources.

Although research on machine learning in trade and commodities is expanding, most
studies remain focused on global and national levels. Empirical applications that classify export
trends of leading regional commodities, particularly in eastern Indonesia and Sorong City, are
still scarce. Existing studies on export performance in this region are largely descriptive and
retrospective, lacking predictive capabilities needed for proactive policy formulation (Suhadi,
2025; Yunita et al., 2025).

Therefore, this study employs machine learning-based classification to analyze and
forecast the export trend dynamics of Sorong’s key commodities, while comparatively
evaluating the performance of Naive Bayes and Random Forest algorithms. The findings are
anticipated to contribute to the development of evidence-based policy frameworks, enhance
regional economic resilience, and align with Indonesia’s national strategic priorities,
particularly Asta Cita 2, which emphasizes digital economic sovereignty, and Asta Cita 6,
which focuses on village-centered and inclusive economic development.

METHOD
This study adopts a quantitative experimental design within an applied research
framework that integrates machine learning to analyze and classify export trends of Sorong’s
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key commodities. The quantitative approach emphasizes numerical analysis and statistical
algorithm testing for objective prediction, while the experimental component involves model
development, training, and evaluation using Naive Bayes and Random Forest to assess
forecasting performance based on historical data. As an applied study, it aims to provide
practical insights for mitigating export fluctuations and enhancing data-driven policy decisions
among local governments and businesses. Sorong City, the primary export hub of Papua Barat
Daya, was selected due to its leading commodities fisheries, processed wood, and agriculture.
The research, conducted from April to November 2025, encompassed data collection,
preprocessing, model construction, and performance assessment, as outlined in Figure 1, which
depicts the complete research workflow.
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Figure 1. Research workflow

The study employs primary data obtained from KPPBC TMP C Sorong. This dataset
includes export values in both IDR and USD, HS Codes, exporter names, destination countries,
and export periods covering 2023 to 2025. Additional supporting information is collected from
the Trade Office and BPS to enrich the analysis. Together, these sources provide a
comprehensive basis for examining export dynamics in Sorong City. Table 1 provides a
summary of the variables used in this study, and Table 2 presents the complete dataset
analyzed.

Table 1. Dataset description

Variable Data Type Description
Year Numeric Export period (2023-2025)
Destination Country  Categorical Export destination country code
Exporter Categorical Name of the exporting company
HS Code Categorical Harmonized System code for exported commodities
Export Value (IDR) Numeric Export value in Indonesian Rupiah
Export Value (USD)  Numeric Export value in United States Dollars
Export Type Categorical Regular Export / Temporary Export-Import
Trend Label Categorical Increasing or Decreasing trend generated during
labeling

Table 1 outlines the dataset variables, encompassing both numerical and categorical
attributes such as export period, destination country, exporter, HS code, export values (IDR
and USD), and export type. A trend label variable, derived during data labeling, indicates
increasing or decreasing export patterns and serves as the classification target. Table 2 presents
a sample dataset (2023—-2025) containing year, destination country, exporter, HS code, and
export values, distinguishing between regular and temporary export-import activities, thus
illustrating the dataset structure used for analysis.

Data preprocessing involved trend label generation, label encoding for categorical
attributes, feature normalization via Min—Max Scaler, and class imbalance correction using
SMOTE. Classification experiments utilized Naive Bayes for computational efficiency and
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Random Forest for robustness in handling high-dimensional data. Model training adopted an
80:20 train-test split with 10-fold cross-validation to ensure reliable evaluation. Performance
was assessed using accuracy, precision, recall, Fl-score, and visualized through confusion
matrix and ROC-AUC. All analyses were implemented in Python using scikit-learn, pandas,
numpy, and matplotlib, resulting in stable and accurate export trend prediction models for
Sorong City.

Table 2. Dataset
.. Export
Year Ill)ecs(t)lllll:tt;o Exporter HS Code EXp(.ﬁ;l;])al“e Value Description
y (USD)
Maritel Tembora
2023 SG Bahtera 85159090 15,013 1 porary
.. Export-Import
Logistik
Snepac 2,500,0 Temporary
2023 AU Shipping 89011070 38,557,500,000 00 Export-Import
Kerapu
2023 MY Emas 03028918 4,501,500 300 Regular Export
Papua
2025 jppo DPWIBIa - a061711  5,752,493,186 341,928 Regular Export
Utama
2025  CN PWIBma 5001900 7.670,775.853 462352 Regular Export
Utama
RESULTS AND DISCUSSION

Results

The dataset comprising 874 export records from Sorong City (2023-2025) exhibits
distinct trade patterns. Export activities were primarily directed toward Malaysia, Singapore,
Japan, China, and Taiwan, showing notable year-to-year fluctuations in both value and volume.
Analysis based on HS Code classifications reveals that machinery-related products and marine
commodities dominate the export structure, while the differentiation between regular and
temporary export-import activities reflects varying degrees of market stability. Exploratory
visualizations indicate pronounced volatility in export values, particularly marked surges and
declines in shipments to Singapore and Malaysia, suggesting high sensitivity to external
demand shocks. These insights establish the empirical basis for assessing the performance of
machine learning models in export trend classification. Figure 2 illustrates the distribution of
export trend labels.
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Figure 2. Distribution of export trend labels
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Figure 2 illustrates the distribution of export trend labels and shows that the “decrease”
category is more dominant than the “increase” category. This condition indicates the presence
of class imbalance within the dataset. Such imbalance can influence the performance of
classification models, particularly algorithms that are sensitive to unequal class proportions.
As a result, models may become biased toward the majority class during training. Therefore,
addressing class imbalance is important to improve the reliability of export trend classification
results. Figure 3 displays the total export value (USD) based on destination country and HS
Code.

Figure 3. Total export value (usd) by destination country and hs code

Figure 3 illustrates the variations in export values, where lighter areas represent higher
values and darker areas indicate lower ones. This visualization provides a clear overview of
how different commodities, identified by HS Codes, contribute to specific destination markets.
It highlights which commodities dominate Sorong City’s export activities and reveals the
concentration of trade flows. The patterns observed also suggest a reliance on certain markets,
such as those with consistently high shipment volumes. These insights emphasize the
importance of diversifying both commodities and markets to ensure greater stability in regional
export performance.

Tolil Expart Value (USD) ger Destination Cauntry

o

Figure 4. Total export value (usd) by destination country

Figure 4 presents the total export value by destination country and indicates that Malaysia
recorded the highest export value among all trading partners. Singapore, Japan, and China
follow as the next major export destinations. This distribution highlights the concentration of
Sorong City’s export activities in specific international markets. The variation in export values
also reflects differing levels of demand and trade intensity across partner countries. Overall,
the figure provides an overview of Sorong’s dominant export markets and their relative
economic importance. Figure 5 presents total export value (USD) by year and destination
country.
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Figure 5. Total export value (usd) by year and destination country

Figure 5 illustrates the export value trends from 2023 to 2025 across different destination
countries. The figure shows noticeable fluctuations, including periods of significant increases
and declines in export performance. These variations indicate that export activities are not
stable over time and differ between markets. The visualization helps capture temporal
dynamics in Sorong City’s export performance. Overall, Figure 5 supports the identification of
time-based patterns and market-specific changes that are important for export trend forecasting.

The preprocessing phase involved structuring and preparing the dataset through label
generation based on year-to-year export value comparisons, conversion of categorical variables
using Label Encoding, and feature normalization with Min-Max Scaler to maintain consistent
feature scaling. SMOTE was applied to address class imbalance, while 10-fold cross validation
ensured robust model evaluation across multiple data partitions.

The classification stage compared the performance of Naive Bayes and Random Forest
in predicting increasing and decreasing export trends. Naive Bayes produced 57 percent
accuracy with unbalanced precision and recall values, and its mean accuracy decreased under
10-fold cross validation, indicating limited generalization. In contrast, Random Forest achieved
74 percent accuracy and more stable evaluation metrics in both the 80-20 split and cross-
validation, demonstrating stronger capability in capturing complex trend patterns. Performance
comparisons are summarized in Table 3, which shows that Random Forest outperformed Naive
Bayes across all metrics.

Table 3. Comparison of evaluation results of naive bayes and random forest models

Model Label Accuracy Precision Recall F1-Score
. Naik 0 0.46 0.63 0.53
Naive Bayes Turun 37% 0.69 0.52 0.60
Naik 0 0.67 0.63 0.65
Random Forest 1y 4% 0.67 0.80 0.79

Table 3 presents a comparative evaluation of the Naive Bayes and Random Forest models
in classifying export trend labels. The results show that Random Forest achieves higher overall
accuracy than Naive Bayes. In addition, Random Forest demonstrates more balanced precision,
recall, and F1-score for both increasing and decreasing trend classes. By contrast, Naive Bayes
shows lower accuracy and less consistent performance across classes. These findings indicate
that Random Forest is more reliable for predicting export trends in this study.

Overall, the classification results indicate that Random Forest outperforms Naive Bayes
in predicting export trends of Sorong City’s leading commodities. Its higher accuracy and more
balanced evaluation metrics make Random Forest the recommended model for export trend
analysis in this context. To assess the robustness of both algorithms, ROC-AUC analysis was
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also conducted. Figure 6 presents the ROC-AUC performance of the Naive Bayes model using
both the 80-20 data split and 10-fold cross validation. In Figure 6(a), the model achieves an
AUC of 0.57, reflecting moderate ability to differentiate between increasing and decreasing
export trends. However, Figure 6(b) shows a decrease in mean AUC to around 0.42 under cross
validation, indicating weaker generalization across resampled folds. This decline demonstrates
the model’s sensitivity to data variability, particularly given interdependent features such as
HS Code, destination country, and export value.

Receiver Operating Characteristic (ROC) Curve Receiver Operating Chasaeteristic (RDC) Cunve with KFold Cress Validation
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Figure 6. ROC-auc curve of naive bayes (a) Data split 80-20 and (b) 10-Fold cross validation

Figure 7 presents the ROC-AUC curves for the Random Forest model under both
evaluation methods. In Figure 7(a), the model attains an AUC of 0.80 in the 80-20 data split,
demonstrating strong capability in identifying export trend patterns. In contrast, Figure 7(b)
shows a substantial decrease in mean AUC to around 0.23 under 10-fold cross validation,
indicating potential overfitting on certain folds caused by pronounced variations in export data
across years, destination countries, and HS Codes. This discrepancy offers important academic
insight into the behavior of ensemble models when applied to trade-related datasets and
underscores the necessity of rigorous model validation for real-world policy applications.

Receiver Operating Characteristic (ROC) Curve Receivar Operating Characteristic (ROC) Curve wih K-Fold Cross-validation
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Figure 7. ROC-auc curve of random forest (a) Data split 80-20 and (b) 10-Fold cross
validation

Figure 8 presents the visualization of model performance through the confusion matrices
of both algorithms. This figure offers a clear comparison between misclassified and correctly
predicted labels, supporting the quantitative results obtained earlier. Collectively, these
visualizations enhance the academic value of the study by illustrating the behavior of export
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trend classification models under varying validation schemes and providing methodological
insights that can guide future machine learning applications in trade forecasting and regional
economic analysis.

Confusion Matrix Confusion Matrix

(a) (b)

Figure 8. Confusion matrix evaluation of models (a) Naive bayes and (b) Random forest

Discussion

This study demonstrates clear differences in the performance of Naive Bayes and
Random Forest when applied to the classification of export trend dynamics in Sorong City.
Naive Bayes achieved relatively low accuracy (57 percent) with moderate precision and recall,
confirming its limitations in handling heterogeneous and correlated trade data. In contrast,
Random Forest produced stronger results with 74 percent accuracy and more balanced
evaluation metrics, consistent with its theoretical strength in managing nonlinear relationships
and class imbalance. These findings directly address the research objective of identifying
suitable machine learning approaches for dynamic regional trade data.

The comparative analysis also shows alignment with earlier studies. The weak
performance of Naive Bayes echoes the conclusions of Akhter et al. (2024) and Purnama &
Putra (2024), while the stronger performance of Random Forest is consistent with Danny &
Muhidin (2025), Sarangi et al. (2025), and Waleed et al. (2021). However, the sharper
divergence observed in Sorong highlights the influence of local export volatility and sudden
shifts in shipment volumes to markets such as Singapore and Malaysia. Unexpectedly, Random
Forest exhibited weaker performance in terms of ROC-AUC under cross-validation,
contradicting previous findings that consistently reported its stability. This anomaly may be
explained by Sorong’s extreme export fluctuations and uneven class distribution, which reduce
the discriminative ability of ensemble models despite their overall accuracy.

Scientifically, the study contributes by clarifying the comparative suitability of machine
learning algorithms for regional trade analysis, strengthening empirical evidence that ensemble
methods are generally more effective in volatile contexts, while Naive Bayes remains relevant
as a computationally efficient baseline. Practically, the findings suggest that policymakers and
exporters in Sorong should prioritize ensemble-based approaches such as Random Forest,
while remaining cautious about potential instability in ROC-AUC. At the same time, the study
acknowledges its limitations, particularly the restricted dataset and short observation period,
which may affect generalizability. Future research should expand the dataset, integrate global
price indices and logistical variables, and explore hybrid models combining ensemble learning
with deep learning to further enhance predictive accuracy.

CONCLUSION

This study demonstrates that machine learning can be effectively applied to predict
export trends of Sorong City’s leading commodities using historical export data from 2023 to
2025, with Random Forest outperforming Naive Bayes by achieving 74 percent accuracy and
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more balanced precision, recall, and Fl-score values, while Naive Bayes, despite its
computational efficiency, shows limited capability in capturing the complex and correlated
patterns characteristic of export data. These results indicate that ensemble-based algorithms are
more suitable for analyzing heterogeneous trade datasets and can support data-driven decision-
making in regional export management. Nevertheless, the study is constrained by a relatively
small dataset, imbalanced trend classes, and the exclusion of macroeconomic variables that
influence global trade dynamics. Future research should therefore expand the dataset,
incorporate external economic indicators, and explore more advanced methods such as
Gradient Boosting, XGBoost, or deep learning models to improve predictive performance and
strengthen the role of machine learning in supporting export policy formulation and economic
stability in Sorong City.
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