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Abstrak  

Perkembangan teknologi yang pesat telah mengubah gaya hidup masyarakat, ditandai dengan peningkatan 
aktivitas online. APJII menyatakan bahwa pada tahun 2025, 229 juta warga Indonesia akan menjadi pengguna 
internet, sementara BPS mencatat 3.816.750 usaha digital pada tahun 2023. Pertumbuhan ini mendorong 
penggunaan situs web sebagai media utama untuk bisnis dan informasi. Oleh karena itu, memahami tren dan 
pola musiman pengunjung situs web sangat penting untuk pengelolaan yang efektif dan efisien. Studi ini 
menawarkan kontribusi baru dengan memprediksi jumlah pengunjung website dari PT. XYZ, sebuah perusahaan 
teh di Indonesia. menggunakkan tiga model deret waktu: Seasonal Auto Regressive Integrated Moving Average 
(SARIMA), Long Short-Term Memory (LSTM), dan Holt-Winters Triple Exponential Smoothing (Holt-Winters TES) 
dengan lama waktu (hari) prediksi 71 hari sebelumnya dan untuk memprediksi 14 hari kedepan. Dataset yang 
digunakan terdiri atas 32.518 entri data pengunjung. Kinerja model dievaluasi menggunakan Mean Squared Error 
(MSE), Root Mean Squared Error (RMSE), dan Mean Absolute Percentage Error (MAPE). Hasil menunjukkan 
bahwa LSTM mencapai kesalahan terendah dengan MSE 8257,23, RMSE 90,87, dan MAPE 12,73%. Oleh karena 
itu, model LSTM mencapai akurasi tertinggi, sementara Holt-Winters TES berkinerja lebih baik daripada SARIMA 
dalam aspek tertentu. Prediksi pengunjung dapat mendukung pengambilan keputusan strategis dan pengelolaan 
konten. 
 
Kata kunci :  Holt-Winters TES, LSTM, Prediksi, SARIMA, Visitor, Website 
 

Abstract  

Rapid technological developments have changed people's lifestyles, marked by an increase in online activity. 
APJII states that by 2025, 229 million Indonesians will be internet users, while BPS recorded 3,816,750 digital 
businesses in 2023. This growth has encouraged the use of websites as the primary medium for business and 
information. Therefore, understanding visitor trends and seasonal patterns is crucial for effective and efficient 
management. This study offers a new contribution by predicting the number of visitors to the website of PT. XYZ, 
a tea company in Indonesia. It uses three time series models: Seasonal Auto Regressive Integrated Moving 
Average (SARIMA), Long Short-Term Memory (LSTM), and Holt-Winters Triple Exponential Smoothing (Holt-
Winters TES) with a prediction period of 71 days prior and to predict 14 days ahead. The dataset used consists of 
32,518 visitor data entries. Model performance is evaluated using Mean Squared Error (MSE), Root Mean Squared 
Error (RMSE), and Mean Absolute Percentage Error (MAPE). The results show that LSTM achieved the lowest 
error with an MSE of 8257.23, an RMSE of 90.87, and a MAPE of 12.73%. Therefore, the LSTM model achieved 
the highest accuracy, while Holt-Winters TES performed better than SARIMA in certain aspects. Visitor predictions 
can support strategic decision-making and content management 
 
Keywords : Holt-Winters TES, LSTM, Prediction, SARIMA, Visitor, Website. 

 

1. Pendahuluan 

Perkembangan teknologi saat ini berkembang 

dan meningkat dengan cepat seiring berjalannya 

zaman. Cepatnya perkembangan zaman 

menciptakan teknologi internet sebagai alat 

komunikasi yang dibutuhkan masyarakat saat ini. 

Internet sebagai alat komunikasi menjadikan 

sebagai alat inovatif yang mempercepat 
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pencarian informasi. Salah satu alat inovatif yang 

mengikuti perkembangan zaman adalah 

website[1]. Website merupakan salah satu tempat 

informasi berkumpul yang diharuskan mengikuti 

perkembangan zaman, hal ini dikarenakan 

perannya untuk menyajikan informasi terkini 

sehingga dapat meningkatkan pelayanan yang 

baik [2]. Website dapat menampilkan informasi 

berupa text, gambar, suara dan masih banyak 

lagi dengan catatan data yang dapat diakses 

secara online. Website dapat diklasifikasikan 

menjadi 2 yaitu website statis dan website 

dinamis. Perbedaan website dinamis dengan 

statis adalah berdasarkan konten atau informasi 

di dalam website tersebut. Website dinamis 

cenderung memiliki konten yang dapat berubah 

berdasarkan preferensi pengguna, sedangkan 

website statis memiliki konten yang sama dan 

tidak berubah [1]. 

Keberhasilan website bukan hanya terletak pada 

konten dan informasi yang disediakan, melainkan 

faktor eksternal yaitu keterlibatan pengguna atau 

pengunjung situs website itu sendiri. Pengguna 

internet di Indonesia pada tahun 2025 tercatat 

menembus 229 juta jiwa, hal ini menjadikan 

bahwa website merupakan hal yang umum di 

dalam masyarakat [3]. Tetapi tanpa adanya 

kepuasan pengguna atau user experience di 

dalam website dapat meningkatkan potensi 

kegagalan dalam memenuhi perannya sebagai 

alat komunikasi yang efektif [4]. Oleh karena itu, 

diperlukan pertimbangan aspek user experience 

dalam website, sehingga kepuasan pengunjung 

dapat menjadikan kunci dalam meningkatkan 

efektivitas penyampaian informasi [5]. 

Website sebagai usaha atau bisnis banyak 

digunakan dalam era sekarang, menurut Badan 

Pusat Statistik Indonesia pelaku E-commerce 

yang tercatat di Indonesia pada tahun 2023 

sebanyak 3.816.750 usaha [6]. Traffic website 

yang tinggi memiliki kontribusi yang sangat besar 

terhadap peningkatan visibilitas, kepercayaan 

dan potensi penjualan [7]. Banyak penelitian 

menyatakan bahwa tanpa pengunjung, website 

bisnis tidak akan memiliki kemampuan untuk 

menyalurkan dampak signifikan terhadap 

pertumbuhan usaha [8]. 

Pengunjung website menjadi kebutuhan yang 

sangat penting bagi pelaku bisnis dan penyedia 

informasi berbasis website. Traffic website dapat 

membantu perusahaan dalam memahami pola 

kunjungan pelanggan dan menyesuaikan strategi 

pemasaran efektif. Salah satu cara untuk 

optimasi traffic web yaitu prediksi. Tanpa prediksi 

yang akurat, perusahaan dapat mengalami 

kesulitan dalam perencanaan promosi, 

mengelola kapasitas server dan mengantisipasi 

lonjakan permintaan. Banyak cara untuk 

memprediksi visitor web antara lain dengan 

memanfaatkan machine learning dan metode 

statistik untuk forecasting atau prediksi. Prediksi 

atau forecasting adalah metode yang digunakkan 
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untuk meramal masa yang akan datang 

berdasarkan data sebelumya atau pola tertentu, 

salah satu metode forecasting yang popular 

digunakkan adalah time series atau deret 

waktu[9]. Time series atau deret waktu dapat 

didefinisikan sebagai kumpulan variabel yang 

tercatat dalam periode waktu berurutan dimana 

analisis dilakukan untuk meengidentifikasi pola 

hubungan antara variabel dengan dimensi waktu 

[10]. Dapat disimpulkan bahwa time series atau 

deret waktu adalah suatu pengamatan terhadap 

suatu objek dengan jangka waktu tertentu [11]. 

Metode prediksi atau forecasting berbasis time 

series atau deret waktu cukup beragam. Mulai 

dari Seasonal Autoregressive Integrated Moving 

Average (SARIMA), Long Short Term Memory 

Network (LSTM) dan Triple Exponential 

Smoothing Holt (TES). SARIMA merupakan 

model prediksi yang menggunakkan metode 

statistika, SARIMA adalah pengembangan dari 

model sebelumnya yaitu ARIMA [12]. LSTM 

adalah salah satu pengembangan dari arsitektur 

Reccurent Neural Network (RNN) yang dirancang 

khusus untuk menangani permasalahan dalam 

bidang deep learning [13]. TES merupakan model 

prediksi dengan menghitung tren, musiman dan 

level yang melibatkan pemulusan dengan 3 

parameter yaitu alpha (level), beta (trend) dan 

gamma (musiman) yang dioptimalkan sehingga 

memberikan hasil prediksi terbaik [14]. Penelitian 

ini menerapkan metode SARIMA, LSTM dan TES 

untuk membandingkan hasil prediksi terbaik 

terhadap visitor website PT. XYZ yaitu 

perusahaan teh di Indonesia yang 

memanfaatkan platform online untuk melakukan 

promosi 

 

2. Tinjauan Pustaka 

2.1. Penelitian Terkait 

Bagian ini akan membahas penelitian terdahulu 

yang berkaitan dengan penelitian saat ini. 

- Sirisha et al., (2022). Profit Prediction Using 

ARIMA, SARIMA and LSTM Models in Time 

Series Forecasting: A Comparison. Pada 

penelitian pertama mendapatkan hasil tingkat 

akurasi prediksi ARIMA dengan nilai MAPE 

(0.061593781), SARIMA dengan nilai MAPE 

(0.056216104) dan LSTM dengan nilai MAPE 

(0.029891568), sehingga LSTM memiliki nilai 

prediksi terbaik berdasarkan tingkat 

akurasinya[15]. 

- Caspah Lidiema (2017). Modelling and 

Forecasting Inflation Rate in Kenya Using 

SARIMA and Holt-Winters Triple Exponential 

Smoothing. Pada penelitian kedua perbandingan 

forecasting SARIMA dengan Triple exponential 

smoothing Holt mendapatkan tingkat akurasi 

MAPE yaitu SARIMA (0.073) dan Triple 

Exponential Smoothing (0.400), dalam penelitian 

kedua SARIMA menghasilkan tingkat akurasi 

prediksi lebih baik dari Triple Exponential 

Smoothing[16]. 
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- Boukrouh et al., (2025). A Hybrid Approach for 

Sales Forecasting: Combining Deep Learning 

and Time Series Analysis. Dalam penelitian 

ketiga, perbandingan prediksi LSTM, SARIMA 

dan Triple Exponential Smoothing didapatkan 

hasil tingkat akurasi MAPE LSTM (14.182%), 

SARIMA (46.8877%) dan Triple Exponential 

Smoothing (51.6913%), sehingga LSTM 

merupakan model prediksi terbaik pada 

penelitian ketiga[17]. 

- Changsheng Zhu et al., (2025). Bimodal Stock 

Price Prediction Based on Holt-Winters 

Exponential Smoothing and PCA Whitening 

Transformation. Dalam penelitian keempat, 

penulis menggunakkan Triple Exponential 

Smoothing untuk pengolahan data sebagai base 

line tetapi penulis menggunakkan model hybrid 

HW-PCAW-PB di komparasikan dengan LSTM 

dan mendapatkan hasil MAPE HW-PCA-PB 

(0.0130) sedangkan LSTM (0.6902), sehingga 

model hybrid dari Triple Exponential Smoothing 

lebih unggul daripada LSTM[18]. 

- Wikasanti Dwi Rahayu et al., (2025). 

Forecasting International Tourist Arrivals in West 

Sumatra with SARIMA and Triple Exponential 

Smoothing for Post-Pandemic Tourism 

Recovery. Penelitian kelima membandingkan 

antara SARIMA dengan Triple Exponential 

Smoothing dan didapatkan bahwa SARIMA lebih 

akurat dengan hasil MAPE 21.90% sedangkan 

Triple Exponential Smoothing mendapatkan hasil 

MAPE 39.48%[19]. 

- M. Nurul Wathani, Kusrini, Kusnawi (2023). 

Prediksi Tren Pergerakan Harga Saham PT Bank 

Central Asia Tbk, Dengan Menggunakan 

Algoritma Long Shot Term Memory (LSTM). 

Penelitian keenam memprediksi harga saham 

dari PT. Bank Central AsiaTbk dengan algoritma 

Long Short Term Memory dan didapatkan hasil 

MSE 16185.226 dan RMSE 127.221[20]. 

Beberapa jumlah studi sebelumnya menunjukkan 

bahwa prediksi menggunakkan model time series 

masih cukup valid untuk digunakkan. Meskipun 

ditemukan kekurangan dan gap pada penelitian 

sebelumnya, seperti Penelitian terdahulu banyak 

menggunakan perbandingan SARIMA & LSTM, 

SARIMA & Triple Exponential Smoothing 

sedangkan minimnya perbandingan antara 

LSTM & Triple Exponential Smoothing. Selain itu 

Penelitian terdahulu lebih banyak menggunakan 

dataset seperti penjualan dan data ekonomi, 

sehingga penelitian ini diharapkan dapat mengisi 

gap tersebut karena menggunakan dataset 

website visitors. Minimnya perbandingan model 

LSTM, SARIMA dan TES (Holt-winters) dalam 

peramalan berbasis time-series, oleh karena itu 

penelitian ini dapat mengisi gap tersebut dengan 

menerapkan ketiga algoritma tersebut 

2.2. Landasan Teori 

1. SARIMA 

Model ini digunakan untuk prediksi variabel 

dependen Y berdasarkan tiga sumber informasi 
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yaitu nilai sebelumnya (lag) dari variabel tersebut, 

perbedaan nilai (differencing) dan error pada 

prediksi sebelumnya. Sehingga SARIMA 

memanfaatkan pola historis dari data itu sendiri. 

Notasi pada SARIMA sendiri yaitu ARIMA(p, d, q) 

x (P, D, Q)s, dimana P merupakan orde koefisien 

autoregressive musiman Φ, Q adalah orde 

koefisien moving average musiman Θ dan D 

merupakan orde differencing musiman. Periode 

musiman dituliskan sebagai s. Untuk model 

umum SARIMA dapat dituliskan sebagai berikut: 

𝛷(𝐵𝑠)∅(𝐵)∇𝑠
𝐷∇𝑑𝑋𝑡 = 𝛩(𝐵𝑠)𝜃(𝐵)𝑒𝑡 

∇𝑠
𝐷= (1 − 𝐵𝑠)𝐷 

∇𝑑= (1 − 𝐵)𝑑 

∅(𝐵) = 1 − ∅1𝐵 − ∅2𝐵2 − ⋯ − ∅𝑝𝐵𝑞 

𝜃(𝐵) = 1 + 𝜃1𝐵 + 𝜃2𝐵2 − ⋯ + 𝜃𝑝𝐵𝑞 

𝛷(𝐵𝑠) = 1 − 𝛷1𝐵𝑠 − 𝛷2𝐵2𝑠 − ⋯ − 𝛷𝑝𝐵𝑠𝑃 

𝛩(𝐵𝑠) = 1 + 𝛩1𝐵𝑠 + 𝛩2𝐵2𝑠 − ⋯ − 𝛩𝑄𝐵𝑠𝑄[21] 

2. LSTM 

LSTM adalah bentuk jaringan saraf berulang 

(RNN) yang dikembangkan untuk mengatasi 

masalah hilangnya gradien (vanishing gradient) 

yang biasanya muncul pada RNN tradisional[22], 

LSTM terdiri dari 5 lapisan, yaitu lapisan input, 

encoding, attention, decoding dan output. Dalam 

tahap awal, lapisan input menangkap data deret 

waktu dalam format 3D [sample, time step, 

feature] yang telah diproses, dapat dinotasikan 

dalam bentuk X = (X1, X2, X3,…, Xt). Lalu data 

di proses didalam lapisan encoding, dilanjutkan 

dengan lapisan attention yang menghitung bobot. 

Selanjutnya pada lapisan decoding data 

didekode dan pada lapisan terakhir output 

menghasilkan prediksi data [23]. 

3. TES 

Metode TES ini digunakan untuk mengidentifikasi 

perubahan pola level, tren dan musiman dari 

waktu ke waktu, dengan penerapan musim 

secara aditif dan multiplikatif. Metode ini memiliki 

tiga tahapan utama yaitu [24], 

- Smoothing data asli 

𝐿𝑡 = 𝛼
𝑌𝑡

𝑆𝑡−𝑚
+ (1 − 𝛼)(𝐿𝑡−1 + 𝑇𝑡−1) 

- Smoothing tren 

𝑇𝑡 =  𝛽(𝐿𝑡 − 𝐿𝑡−1) + (1 − 𝛽)𝑇𝑡−1) 

- Smoothing musiman 

𝑆𝑡 = 𝛾
𝑌𝑡

𝐿𝑡
+ (1 − 𝛿)𝑆𝑡−𝑚 

𝐹𝑡+𝑘 = (𝐿𝑡 + 𝐾 ∗ 𝑇𝑡)𝑆𝑡−𝑚+𝑘 

Dengan parameter untuk smoothing 𝛼, 𝛽, 𝛾 yang 

sudah di optimasi dan masing masing memiliki 

nilai antara 0 dan 1 [25] [26]. 

4. Mean Squared Root (MSE) 

MSE merupakan hasil selisih kuadrat antara nilai 

aktual dengan nilai prediksi, dapat diartikan 

bahwa semakin dekat nilai MSE dengan 0 maka 

akan semakin akurat hasil prediksi yang 

digunakan. MSE dapat di formulasikan sebagai 

berikut: 

𝑀𝑆𝐸 =
1

𝑛
∑ (𝑌𝑖 − 𝑌̂𝑖)

2𝑛
𝑖=1  [27] 

5. Root Mean Squared Error (RMSE) 

RMSE adalah deviasi standar dari error atau 

kesalahan, RMSE serupa dengan MSE sebagai 
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indikator untuk mengetahui seberapa dekat atau 

seberapa sesuai nilai prediksi dengan nilai aktual. 

Berikut formulasi dari RMSE: 

𝑅𝑀𝑆𝐸 =  √
1

𝑛
∑ (𝑌𝑖 − 𝑌̂𝑖)2𝑛

𝑖=1   [27] 

6. Mean Absolute Percentage Error (MAPE) 

MAPE dapat diartikan sebagai rata-rata selisih 

absolut atau mutlak antara nilai prediksi dengan 

nilai aktual. Sehingga MAPE memiliki kesamaan 

dengan MSE dan RMSE, semakin dekat hasil 

MAPE dengan 0 maka model prediksi akan 

menghasilkan hasil yang akurat, Formulasi 

MAPE dapat di gambarkan sebagai berikut: 

𝑀𝐴𝑃𝐸 =  
∑(

|𝐴−𝐹|

𝐴
)𝑥100

𝑛
  [28] 

 

3. Metode Penelitian 

Pada penelitian ini melibatkan beberapa langkah, 

antara lain: pengumpulan data, pre-processing 

data, penerapan model forecasting, pengujian 

tingkat akurasi dan komparasi, seperti pada 

Gambar 1. 

 

Gambar 1. Metode Penelitian 

3.1. Pengumpulan Data 

Dataset yang digunakkan teridiri dari 32.518 entri 

yang diambil dari PT. XYZ dengan periode waktu 

1 Juli 2025 hingga 9 September 2025. 

 

3.2. Pre-Processing Data 

Tahap ini dilakukan agar data mentah yang 

diperoleh memiliki kualitas yang baik dan 

konsisten sehingga data siap digunakkan pada 

tahap aplikasi model prediksi. Proses Pre-

processing data dilakukan menggunakkan 

software Microsoft Excel dengan beberapa 

langkah, sebagai berikut: 

1. Pembagian Data 

Data mentah yang didapatkan dikonversi ke 

dalam bentuk data harian. 

Tabel 1. Tabel Data Awal 

Id Ip_address User_agent Visited_at 

1 172.71.152.24 Mozilla/5.0 (Windows NT 
10.0; Win64; x64) 

01/07/2025 
20:51 

2 104.23.170.103 Mozilla/5.0 (iPhone; CPU 
iPhone OS13_2_3 like 
Mac OS X) 

01/07/2025 
20:56 

  ...  

32517   114.122.11.30 Mozilla/5.0 (iPhone; CPU 
iPhone OS18_5 like Mac 
OS X) 

09/09/2025 
14:38 

32158   167.94.138.182 Mozilla/5.0 (Linux; 
Android 10; K) 

09/09/2025 
14:40 

 

2. Modifikasi Kolom Data 

Beberapa kolom pada dataset diubah dan 

ditambahkan sesuai dengan kebutuhan seperti 

berikut: 

- Kolom visited_at diubah tipe kolom menjadi 

date dari sebelumnya adalah custom 

dikarenakan ada gabungan tanggal dan 

waktu visitasi. 
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- Normalisasi nama variabel α,β,γ (alpha, beta, 

gamma) menggunakan solver dari Microsoft 

Excel. 

- Penambahkan kolom daily visitor, bertujuan 

untuk memfilter dan menghitung data visitor 

harian berdasarkan kolom visited_at. 

3. Pembersihan Data 

Pada tahap ini dilakukan pembersihan data yang 

tidak sesuai agar meningkatkan hasil pemodelan 

prediksi. 

Hasil dalam tahap pre-processing data ini adalah 

menciptakan dataset yang terstandarisasi, 

konsisten dan siap digunakan pada tahap 

selanjutnya. 

3.3. Penerapan Algoritma 

Dalam penelitian ini model prediksi yang 

digunakan yaitu, Seasonal Autoregressive 

Integrated Moving Average (SARIMA), Long 

Short Term Memory Network (LSTM) dan Triple 

Exponential Smoothing Holt (TES). Ketiga model 

yang digunakan didasarkan pada pertimbangan 

bahwa model memiliki pendekatan yang 

berbeda, seperti model statistik dan deep 

learning. Penerapan model dilakukan 

menggunakkan bahasa pemrogaman python. 

3.4. Pengujian Tingkat Akurasi 

Pada tahap ini setiap model akan dilakukan uji 

menggunakkan metode Mean Squared Error 

(MSE), Root Mean Squared Error (RMSE) dan 

Mean Absolute Percent Error (MAPE) agar 

mendapatkan hasil model mana yang memiliki 

tingkat error terkecil. 

3.5. Komparasi 

Pada tahap ini model prediksi yang digunakan 

dalam penelitian ini akan dilakukan perbandingan 

berdasarkan nilai MSE, RMSE dan MAPE 

terkecil. 

                          

4. Hasil dan Pembahasan 

4.1.  Hasil Penelitian 

Pada penelitian ini, dataset yang sudah di proses 

dan terstandarisasi di terapkan kedalam bahasa 

pemrogaman python. Berikut hasil dan 

penjelasan dari forecasting yang telah dilakukan: 

Tabel 2. Perbandingan Prediksi SARIMA, LSTM 

dan Holt-Winters (TES) 

Tanggal SARIMA LSTM Holt-Winter 
(TES) 

2025-09-10 542 343 577 

2025-09-11 789 668 482 

2025-09-12 388 619 324 

2025-09-13 374 538 295 

2025-09-14 343 434 287 

2025-09-15 456 399 319 

2025-09-16 665 398 532 

2025-09-17 721 459 512 

2025-09-18 490 393 417 

2025-09-19 369 414 259 

2025-09-20 353 513 230 

2025-09-21 390 523 222 

2025-09-22 387 500 254 

2025-09-23 335 470 467 
 

Tabel 3. Perbandingan Akurasi SARIMA, LSTM 

dan Holt-Winters (TES) 

Metode MSE RMSE MAPE 

SARIMA 18629.75 136.49 0.2131 

LSTM 8257.23 90.87 0.1273 

Holt-Winters (TES) 18189.16 134.87 0.2265 
 

1. SARIMA 
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Model SARIMA dengan parameter 

(1,1,1)(1,1,0)7 digunakan untuk memodelkan 

data visitors harian, Parameter p = 1, d = 1, q = 1 

digunakan untuk menangkap hasil pola 

autoregressive dan moving average. Lalu s yaitu 

musiman dengan periode 7 hari ditangani oleh 

parameter P = 1, D = 1, Q = 0, model ini 

digunakan untuk memprediksi 14 hari kedepan. 

Hasil prediksi 14 hari kedepan ditampilkan pada 

Tabel 2, tingkat akurasi dari model ini didapatkan 

MSE sebesar 18629.75, RMSE 136.49, MAPE 

sebesar 21.31% dan perbandingan data aktual 

dengan data hasil  forecast yang dihasilkan oleh 

model ini dapat dilihat pada Gambar 2. 

Gambar 2. Grafik Prediksi SARIMA 

 

2. LSTM 

Model LSTM yang digunakan memiliki 3 layer 

utama yaitu layer input, hidden layer dan layer 

output. Pada layer pertama merupakan dari data 

histori visitors dengan panjang 7 hari 

sebelumnya, untuk layer kedua merupakan 

lapisan LSTM dengan 50 unit memori, dan pada 

lapisan ketiga merupakan lapisan dense dengan 

1 neuron. Epoch pada model ini menggunakan 

200 epoch dengan ukuran batch sebesar 1. 

Model LSTM yang digunakan untuk memprediksi 

14 hari kedepan. Sehingga hasil prediksi 14 hari 

kedepan ditunjukkan pada Tabel 2, hasil dari 

tingkat akurasi yang didapatkan, MSE sebesar 

8257.23, RMSE sebesar 90.87, MAPE sebesar 12.73% 

dan perbandingan grafik data aktual dengan hasil 

forecast menggunakan LSTM dapat dilihat pada 

Gambar 3. 

Gambar 3. Grafik Prediksi LSTM 

3. Holt-Winters (TES) 

Model TES yang digunakan untuk penelitian ini 

menggunakan variabel α,β,γ (alpha, beta, 

gamma) yang dioptimasi menggunakan solver 

dari software Microsoft Excel, nilai dari variabel 

α,β,γ memiliki parameter antara 0 dan 1 [26]. Pada 

penelitian ini variabel α yang digunakan adalah 

0.1, β senilai 0.2 dan γ senilai 0.4, data training 

untuk periode musiman menggunakan 7 hari 

untuk memprediksi jumlah visitors harian dan 

model digunakan untuk memprediksi 14 hari 

kedepan. Hasil prediksi 14 hari kedepan disajikan 

pada Tabel 2, hasil dari tingkat akurasi dari model 

ini didapatkan MSE sebesar 18189.16, RMSE 

sebesar 134.87, MAPE sebesar 22.65% dan 

perbandingan data aktual dengan data hasil 
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prediksi dapat dilihat pada Gambar 4. 

Gambar 4. Grafik Prediksi Holt-Winters (TES) 

 

4.2. Pembahasan 

Berdasarkan hasil perhitungan tingkat akurasi 

pada Tabel 3, hasil pengujian menunjukan bahwa 

model LSTM menghasilkan performa yang lebih 

unggul dibandingkan SARIMA dan Holt-Winters 

(TES), dengan nilai MSE sebesar 8257,23, 

RMSE sebesar 90.87 dan MAPE sebesar 

12.73%. Hal ini menunjukkan bahwa LSTM lebih 

efektif dalam menangkap pola non-linear. 

Sedangkan Holt-Winters TES kurang optimal 

dalam menangkap pola musiman yang lemah 

dan minimnya fluktuasi data. Sementara itu 

SARIMA cukup baik dalam menangkap pola 

musiman, tetapi kurang responsif terhadap pola 

non-linear 

 

5. Kesimpulan 

Berdasarkan hasil penelitian yang mencakup 

komparasi atau perbandingan tiga algoritma 

dalam forecasting website visitors, yaitu 

SARIMA, LSTM dan Holt-Winters (TES), 

didapatkan hasil bahwa setiap metode atau 

model memiliki keunggulan dan keterbatasan 

sesuai dengan karakteristik data. LSTM pada 

penelitian ini terbukti mendapatkan hasil paling 

unggul dengan MSE sebesar 8257,23, RMSE 

sebesar 90.87 dan MAPE sebesar 12.73% dan 

tingkat akurasi yang tinggi, dikarenakan 

kemampuan model ini untuk menangkap pola 

non-linear. Sedangkan SARIMA dengan 

performa yang cukup baik untuk data yang 

memiliki pola musiman jelas, tetapi model ini 

tetap memiliki keterbatasan dalam mengatasi 

pola data non-linear. Lalu Holt-Winters TES lebih 

sesuai untuk pola data dengan tren yang jelas 

dan memiliki fluktuasi data, dikarenakan Holt-

Winters TES memiliki keterbatasan jika data yang 

digunakan merupakan data sideways atau data 

yang tidak memiliki tren naik dan turun yang jelas 

tetapi tren yang datar (flat). Oleh karena itu, dapat 

disimpulkan bahwa model LSTM adalah model 

yang paling efektif untuk forecasting website 

visitors. Pada temuan ini menyatakan bahwa 

semua algoritma memiliki keunggulannya 

masing-masing terhadap kondisi tertentu. 

Diharapkan kedepan terdapat pengembangan 

lebih lanjut seperti integrasi hybrid antara model 

LSTM dan SARIMA ataupun LSTM dan Holt-

Winter (TES), berpotensi meningkatkan akurasi 

dari model prediksi agar mendukung dan 

membantu pengambilan keputusan bagi 

berbagai bidang yang memanfaatkan platform 

digital. 
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