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Abstract 

The rapid integration of large language models such as ChatGPT into higher education creates new 
opportunities for EFL writing instruction but also raises complex ethical and pedagogical challenges. While 
existing research has largely focused on students’ use of AI, comparatively little is known about how lecturers 
themselves navigate its ethical implications in writing classes. This qualitative case study investigates the 
experiences of two EFL academic writing lecturers at a private university in Yogyakarta, Indonesia. Data were 
generated through semi-structured interviews and document analysis of course syllabi and Learning 
Management System (LMS) materials, and were examined using thematic analysis. Three interrelated themes 
emerged: communication approaches, pedagogical strategies, and challenges identified. The lecturers used 
open dialogue, explicit ethical framing, and reflective discussion to position ChatGPT as a supplementary tool 
rather than a substitute for students’ thinking. They also designed guided exploration and scaffolded 
integration tasks, such as AI–human text comparison and critical evaluation of AI outputs, to foster AI literacy 
and metacognitive awareness. However, they reported significant obstacles, including students’ overreliance 
on AI-generated text, uneven AI literacy, and limited institutional guidance, with formal documents treating 
ChatGPT mainly as a percentage-based rubric rather than a pedagogical resource. The findings underscore the 
need for intentional, ethics-informed instructional design and coherent institutional policies. The study 
concludes that ongoing professional development and clearer AI-related regulations are essential for enabling 
EFL lecturers to cultivate responsible AI use and sustain academic integrity in AI-augmented writing 
environments. 

Keywords: EFL writing instruction, AI literacy, ethical AI use, ChatGPT, LMS. 

INTRODUCTION 
The rapid development of large language models such as ChatGPT has accelerated the 

integration of artificial intelligence into higher education and reshaped how students access, 
process, and produce information (Peláez-Sánchez et al., 2024; Kasneci et al., 2023; Yadav, 
2024; Laato et al., 2023; Prasetya & Syarif, 2023; Rudolph et al., 2023). These tools can 
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generate fluent, contextually appropriate texts, answer questions, summarise readings, and 
simulate dialogic interaction, which makes them attractive as on-demand learning 
companions and writing assistants (Young & Shishido, 2023; Bansal et al., 2024; Javaid et al., 
2023; Steiss et al., 2024). Universities are beginning to use AI for automated feedback, 
content support, and personalised learning, while, as argued by Yeo (2023), Wise et al. 
(2024), and Chan (2023), they are also facing new questions about assessment, authorship, 
and academic integrity. In this situation, AI is no longer a marginal or optional tool; it has 
become part of students’ everyday study practices and therefore demands a considered 
response from educators and institutions (Nguyen et al., 2024; Özçelik & Ekşi, 2024). In the 
field of language education, particularly in EFL, ChatGPT can assist learners in generating 
ideas, reformulating sentences, expanding vocabulary, and modelling target-language 
discourse, which may support self-directed learning and reduce anxiety when composing in 
a foreign language (Dizon, 2024; Song & Song, 2023; Mahapatra, 2024; Polakova & Ivenz, 
2024; Teng, 2024; Jamshed et al., 2024). At the same time, the ease with which it produces 
coherent texts intensifies long-standing concerns about plagiarism (Guleria et al., 2023), 
overreliance on external help (Alsaedi, 2024), and the erosion of learners’ independent 
writing and critical thinking (Yuan et al., 2024; Janković & Kulić, 2025).  

In this context, ethical AI use is especially sensitive in EFL writing classes. Because 
ChatGPT can produce complete, polished texts in English, the boundary between legitimate 
support and outsourcing the core writing task can easily become blurred (Yang et al., 2024; 
Algaraady & Mahyoob, 2023; Bok & Cho, 2023; Revell et al., 2024). Moreover, not all students 
possess the same level of AI literacy. Those who can craft precise prompts, check the 
reliability of information, and critically evaluate AI outputs gain a clear advantage over peers 
who accept suggestions uncritically or are unsure how to use the tool effectively (Darwin et 
al., 2023; Huang, 2023; Woo et al., 2024; Zhao, 2024), and this disparity can deepen existing 
inequalities in language proficiency and digital skills (Amin, 2023; Truonga, 2024). Against 
this backdrop, ethical AI use in EFL writing instruction is not simply a matter of allowing or 
banning tools (Neff et al., 2024; Roe et al., 2023; Hossain et al., 2025). It depends on how 
lecturers explain the role of ChatGPT, set clear boundaries around acceptable use, and design 
pedagogical strategies that harness its benefits while safeguarding academic integrity and 
ensuring that students still engage meaningfully in the cognitive work of writing. Such 
strategies can include activities that position ChatGPT as a starting point for brainstorming 
(Werdiningsih et al., 2024), outlining and language refinement (Faiz et al., 2025; Alsaedi, 
2024), structured comparisons between AI-generated texts and student texts that invite 
critical evaluation (Darwin et al., 2023), and reflective tasks in which students analyse how 
they have used ChatGPT, what they chose to keep or change, and how this affected their 
learning (Loos et al., 2023; Tseng & Lin, 2024; Mun, 2024). 

Recent studies indicate that ChatGPT can meaningfully support EFL students’ 
academic writing while simultaneously creating important ethical and pedagogical 
challenges. Tsai et al. (2024) showed that ChatGPT-assisted revisions significantly improved 
students’ scores in vocabulary, grammar, organisation, and content, with the most significant 
gains among lower-achieving writers. However, they cautioned that these gains do not 
represent students’ actual writing competence and may undermine the fairness of 
assessment. Xu and Jumaat (2024) found that ChatGPT helps students apply writing 
strategies more effectively by generating outlines, enriching content, synthesising literature, 
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and refining language. Werdiningsih et al. (2024) reported that students appreciate ChatGPT 
for reducing uncertainty, clarifying vocabulary, and offering content suggestions that allow 
them to focus more on creative aspects of writing. At the same time, this body of work 
highlights serious concerns about plagiarism, inaccurate or improperly cited output, 
overreliance on AI, and threats to the authenticity of students’ work when AI-generated 
language overshadows learners’ own voices. Dong (2024) argues that existing feedback 
engagement models are not sufficient for AI-mediated feedback and calls for a ChatGPT 
feedback engagement framework that integrates ethical, cognitive, and emotional 
dimensions. Complementary research on AI in academic contexts adds that EFL students’ AI 
literacy tends to be only moderate and often restricted to translation and grammar checking 
(Hossain et al., 2025), while ChatGPT-assisted scientific writing may introduce inaccuracies, 
plagiarism risks, and privacy concerns that require clear regulations and critical awareness 
(Guleria et al., 2023).  

Existing studies on ChatGPT in EFL writing have mainly focused on students, showing 
how the tool can raise scores, support planning and revising, and increase confidence, while 
also highlighting risks related to plagiarism, authenticity, and limited AI literacy. In these 
accounts, teachers often appear only as background figures who are expected to apply 
general guidelines rather than as active professionals who interpret, negotiate, and respond 
to AI in their own classrooms. Little is known about how EFL lecturers actually talk to 
students about ChatGPT, how they explain the boundary between legitimate support and 
academic misconduct, how they design writing tasks so that AI assistance does not replace 
the cognitive work of composing, or how they handle tensions between institutional 
expectations, emerging policies, and students’ diverse levels of AI literacy. As a result, there 
is a clear gap in understanding how lecturers themselves experience and navigate the ethical 
implications of ChatGPT in writing instruction. This study addresses that gap by examining 
the experiences of EFL lecturers in they navigate the ethical implications of ChatGPT in 
writing classes, focusing on how they introduce and frame the tool, the pedagogical 
strategies they use to foster critical and responsible use, and the challenges they encounter 
in practice.  

METHOD 
This study employed a qualitative case study design, which is particularly suitable for 

an in-depth examination of specific, contextualised teaching practices (Baskarada, 2014; 
Hamilton & Corbett-Whittier, 2012). A case study approach allows a detailed exploration of 
how a small group of EFL lecturers guides university students in the responsible use of 
ChatGPT in writing classes, with attention to processes, meanings, and context rather than 
to statistical comparison across variables. According to Harrison et al. (2016), a case study 
involves investigating an issue through one or more cases within a bounded system over 
time, using rich, in-depth data collected from multiple sources. In this study, the bounded 
system comprised EFL academic writing classes at a private Indonesian university. The case 
study design was therefore appropriate for generating nuanced insights into lecturers’ 
strategies and views within their specific educational context (Grauer, 2012; Duff, 2012), 
thereby contributing to a deeper understanding of how ethical AI use is negotiated in EFL 
writing instruction. 
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The participants in this case study were two EFL lecturers who taught academic 
writing at a private university in Yogyakarta, Indonesia, and were purposefully selected for 
their experience with ChatGPT and other AI tools in writing instruction, consistent with 
purposive sampling strategies that prioritise information-rich cases in qualitative research 
(Schreier, 2014). The first was a female lecturer aged 35–40 with ten years of teaching 
experience and a Master’s degree in Education, who had integrated ChatGPT into her courses 
for two academic years. The second was a male lecturer in the same age range with eight 
years of teaching experience and a Master’s degree in Linguistics, who had used ChatGPT in 
his teaching for one academic year. Both had an established record of incorporating 
technology into their lessons, which positioned them as particularly valuable cases for 
exploring how lecturers navigate the ethical implications of ChatGPT in writing classes. 

Data were collected through in-depth interviews and document analysis, with a focus 
on course syllabi and Learning Management System (LMS) materials as naturally occurring 
institutional documents. In-depth interviews served as the primary data collection method 
because they allow participants to describe their experiences and practices in detail while 
still enabling the researcher to maintain a comparable structure across interviews (Mears, 
2017; Alshenqeeti, 2014). The interview protocol was designed to elicit information on 
lecturers’ strategies for discussing ethical guidelines, their communication approaches 
(explicit or implicit), and how they incorporated ChatGPT into their courses in a responsible 
manner, following standard recommendations for semi-structured interview guides in 
qualitative research. Each interview was conducted individually and face-to-face, lasted 
approximately 60 minutes, and was audio-recorded with participants’ consent, in line with 
good practice for capturing rich, accurate accounts in qualitative studies (Wilson et al., 
2016). 

All recordings were transcribed verbatim to ensure accuracy and to facilitate 
systematic analysis (Rowlands, 2021). To enhance the credibility of the findings and provide 
a fuller picture of teaching practices, document analysis was conducted on the syllabi and 
LMS content associated with the lecturers’ academic writing courses. The researchers 
examined these documents to identify how ethical considerations were embedded in course 
design, learning objectives, assessment tasks, and supplementary materials, paying 
particular attention to academic integrity statements, references to AI tools, and pedagogical 
cues indicating how students were expected to engage with generative technologies. This 
process enabled the researchers to situate the lecturers’ reported practices within the formal 
structure of their teaching materials and to triangulate the interview data, thereby 
strengthening the study’s credibility and depth of interpretation (Patton, 2015).  

The qualitative data were analysed using a thematic case study approach, which 
facilitated a systematic examination of the content (Naeem et al., 2023). First, the 
researchers familiarised themselves with the data by reading and rereading the interview 
transcripts to gain a comprehensive understanding of the participants’ perspectives. Second, 
initial codes were generated manually by identifying key excerpts that reflected recurring 
issues related to the ethical use of ChatGPT in writing classes. Third, these codes were 
grouped into broader themes that captured patterns across the data and incorporated 
relevant subthemes. Fourth, the themes were reviewed and refined to ensure internal 
coherence and accurate representation of the data, with particular attention to clarity and 
consistency (Xu & Zammit, 2020). Fifth, each theme was clearly defined and described, and 
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the final thematic structure was organised into a narrative account supported by direct 
quotations from the participants, in line with qualitative reporting conventions (Miles et al., 
2014). The use of multiple data sources, namely interviews and document analysis, 
strengthened the credibility of the findings through triangulation (Meydan & Akkaş, 2024). 
This integration of sources ensured that the conclusions were grounded in converging 
evidence, providing a more robust and nuanced understanding of how EFL lecturers guide 
students’ responsible use of ChatGPT in academic writing classes. 

FINDING AND DISCUSSION 
This study’s findings, derived from thematic analysis of interviews with two EFL 

academic writing lecturers, highlight key approaches and obstacles in their discussions with 
students about the use of ChatGPT. The analysis generated three main themes related to 
lecturers’ experiences: communication approaches, pedagogical strategies, and challenges 
encountered. 

 
Communication Approach 

Both lecturers reported using open, explicit communication to position ChatGPT as a 
supportive, yet ethically bounded tool for academic writing at the beginning of the semester. 
They introduced their benefits for idea generation, clarification, and short summaries, but 
consistently paired these explanations with warnings about factual inaccuracies, shallow 
arguments, and the danger of overreliance. In their view, ChatGPT should function as a 
scaffold that helps students think and write more clearly, not as a substitute for the cognitive 
work of composing. To reinforce this stance, both lecturers foregrounded ethical conduct 
and academic integrity whenever ChatGPT was discussed. They reminded students that 
unacknowledged use of AI-generated text constitutes plagiarism, urged them to cite or 
acknowledge ChatGPT when it influenced their wording or ideas, and used classroom 
discussions to clarify grey areas around authorship and ownership of texts. These interactive 
conversations also created space for students to raise concerns and questions about what 
counted as acceptable assistance in academic writing. Respondent A explained that she 
deliberately framed ChatGPT as a tool that must remain under the writer’s control: 

“I made it quite evident to my students when I presented ChatGPT that this is not 
something you can rely on every time. I went over its capabilities, how it operates, and 
its shortcomings. For example, I showed them that although it can inspire ideas or 
drafts, it does not always grasp academic writing rules. You are the one who chooses 
what to ignore and what to use, I told them. I wanted them to view it as a tool rather 
than as a substitute for their own judgment.” 

Respondent B adopted a similarly explicit but more dialogic approach, starting from 
students’ prior experiences and moving toward ethical reflection: 

“I always begin by finding out from students what they know about ChatGPT. Many of 
them have already experimented with it, but they are unaware of the dangers, including 
factual mistakes or plagiarism. So I guide them toward understanding the ethical limits 
in a conversational style that lets them express their opinions. For example, I remind 
them that using ChatGPT without referencing is still plagiarism, the same as copying a 
source without acknowledging it.” 
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Both lecturers stressed the need for clear, context-specific guidance on when and how 
to incorporate ChatGPT into academic writing. Respondent A encouraged students to use 
ChatGPT at early stages, such as brainstorming or checking grammar, while insisting that the 
final text must reflect their own ideas and language: 

“I do not completely ban ChatGPT because I see how useful it could be. However, I want 
them to know that it should not take the place of their thought or writing. I might say, 
you can use it for brainstorming or to understand complex ideas, but the final output 
must be your own.” 

Respondent B similarly specified acceptable and unacceptable uses, linking them 
directly to transparency and responsibility: 

“I have always been clear that ChatGPT can be used, but only in certain situations. For 
example, I tell them they can use it to come up with ideas or organise their thoughts, but 
they have to give credit if it changes the way they do their work. The key is that they are 
open about how they use it.” 

These accounts show that the lecturers did not frame ChatGPT simply as a technical 
aid. Instead, they treated it as an ethical and pedagogical issue, explicitly teaching students 
how to use the tool in ways that support learning while respecting academic integrity and 
the central role of their own thinking in the writing process. 
 
Pedagogical Strategy  

The interviews showed that both lecturers deliberately adapted their teaching 
strategies to position ChatGPT as a guided learning aid rather than a forbidden shortcut. 
Their approaches aimed to balance the affordances of the tool with the development of core 
academic writing skills, and two main pedagogical patterns emerged: guided exploration and 
scaffolded integration. In guided exploration, ChatGPT was presented as an object of critical 
inquiry. Under the lecturers’ supervision, students were asked to enter prompts, examine 
the responses, and evaluate them for relevance, coherence, and alignment with academic 
conventions. This design encouraged students to view ChatGPT as something to be 
interrogated rather than blindly trusted. Respondent A described using whole-class 
activities to make the tool’s limitations visible: 

“I told them, ‘Let us check out what ChatGPT can and cannot do.’ We went through a 
practice prompt together that asked us to write an argumentative paragraph. They 
were asked to provide feedback on what works, what does not, and how it could be 
improved. Many students said the arguments were flat and lacked personal depth. This 
led to a great discussion about how writing is more than just putting together facts; it 
is also about giving a unique point of view.” 

Respondent B used a similar strategy but focused on direct comparison between AI 
and student writing: 

“I often ask my students to compare an essay that ChatGPT wrote for them to one that 
they wrote themselves. I will say something like, ‘Look at the beginning. How and why 
does one make a better case?’ They start to see where ChatGPT’s text lacks depth or 
creativity this way, and they learn how important it is to think critically. They saw right 
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away that it was missing proper sources and context. This activity made them 
understand both the good and bad sides of AI.” 

Scaffolded integration was used to ensure that the most important cognitive and 
creative work in writing remained student-centred. Respondent A encouraged students to 
use ChatGPT at early stages, such as brainstorming or generating possible angles, while 
clearly reserving drafting, revising, and editing as tasks that had to be done independently: 

“I tell my students that ChatGPT is just a tool to help them come up with ideas for their 
essays; it is not the result. I might say, ‘If you cannot think of a topic, use ChatGPT to 
come up with a list of possible arguments.’ Then pick one and use it to make your own 
sketch. They like having this much freedom, but they also learn when to step in and take 
charge.” 

These strategies show that the lecturers did not simply integrate ChatGPT as a 
convenience tool. Instead, they structured activities so that students critically evaluated AI-
generated text, recognised its limitations in terms of argumentative depth and sourcing, and 
used it only at stages where it could support rather than replace the intellectual work of 
academic writing. 

 
Challenge Identified 

The lecturers also reported significant challenges in fostering a critical and 
responsible use of ChatGPT in writing. A significant difficulty concerned students’ uneven 
levels of digital and AI literacy, which directly affected their ability to evaluate AI-generated 
output. Some students struggled to formulate clear prompts, resulting in irrelevant or low-
quality responses, while others copied ChatGPT’s suggestions wholesale into their essays 
without attempting to revise or integrate them. One lecturer described students submitting 
poorly organised, AI-generated essays because they did not know how to edit the text or 
combine it with their own ideas. This skills gap placed additional pressure on lecturers to 
teach not only writing but also the basic competencies required to work productively with 
AI tools. 

A second set of challenges related more explicitly to ethics and academic integrity. 
Both lecturers observed that some students treated ChatGPT as a shortcut rather than a 
support, assuming that permission to use the tool meant that they could submit unedited AI 
output as their own work. This overreliance weakened independent writing and critical 
thinking and raised institutional concerns about honesty and authorship. Respondent A 
illustrated this problem: 

“One big problem I have had is that students depend too much on ChatGPT. For example, 
I had a student turn in an entire essay that was definitely generated by the tool, with no 
major changes. When I asked them why, they said, ‘Because you told us we can use it.’ 
They thought that using it properly meant adding their own critical thinking and 
ensuring their own opinion came through. This too much trust not only hurts their 
learning but also makes people worry about the honesty of the institution.” 

Differences in AI knowledge also created inequities within the class. Respondent B 
noted that some students could use ChatGPT strategically, while others had difficulty even 
with basic operations, which widened the learning gap and complicated assessment: 
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“Students’ different levels of AI knowledge are a problem. Some people are very good at 
using ChatGPT, but others struggle with simple tasks like crafting clear prompts, which 
leads to unhelpful results and a learning gap that needs extra help. Many students also 
do not know how to use ChatGPT properly and end up copying and pasting material 
without revising or thinking critically. To deal with this, I encourage them to think about 
what they are doing by giving them tasks like marking up material made by AI and 
explaining their choices about what to edit in order to understand responsible use 
better.” 

DISCUSSION 
The findings of this study show that the two EFL lecturers experienced ChatGPT not 

as a neutral writing aid, but as a tool that immediately raises ethical questions about 
authorship, academic integrity, and the purpose of writing in their academic writing classes. 
In response, both lecturers positioned ChatGPT within a clear ethical frame from the outset 
of the semester. They presented it as a valuable resource for generating ideas, clarifying 
language, and producing short summaries. However, they consistently stressed that it must 
remain a support for students’ thinking rather than a replacement for it. This stance echoes 
broader concerns in the literature that, although ChatGPT can enhance writing fluency and 
motivation, it can also obscure who is actually doing the cognitive work of writing and 
complicate judgments about authorship and responsibility (Alsaedi, 2024; Revell et al., 2024; 
Wise et al., 2024; Yuan et al., 2024). In the context of an Indonesian private university, where 
institutional policies on AI are still emerging, the lecturers’ proactive framing of ChatGPT as 
an ethically bounded tool indicates that much of the practical work of regulating AI use 
currently happens at the classroom level rather than through formal policy (Chan, 2023; Yeo, 
2023). 

The lecturers’ communication approaches further illustrate how ethical AI use in EFL 
writing is negotiated socially. Both used open, dialogic discussions to probe students' prior 
knowledge of ChatGPT, surface misconceptions, and build shared understandings of 
acceptable and unacceptable practices. They not only warned students against plagiarism; 
they explicitly linked unacknowledged AI-generated text to questions of honesty, voice, and 
the goals of academic writing. This is consistent with studies showing that both teachers and 
students see the ethical use of AI tools as a matter of ongoing negotiation rather than simple 
rule following, and that clear classroom dialogue is essential for developing shared norms 
(Neff et al., 2024; Roe et al., 2023; Loos et al., 2023). By repeatedly reminding students that 
using ChatGPT without acknowledgement is equivalent to copying a source, and by inviting 
students to ask questions about grey areas, the lecturers translated abstract concerns about 
academic integrity into concrete classroom practices. Their experiences suggest that in EFL 
settings where students may be less familiar with academic conventions in English, explicit 
ethical talk around ChatGPT is a crucial part of writing instruction, not an optional add-on. 

Pedagogically, the lecturers’ strategies show an effort to integrate ChatGPT in ways 
that stimulate critical engagement with language rather than replace it. Guided exploration 
activities asked students to test what ChatGPT “can and cannot do,” critique AI-generated 
paragraphs, and compare AI essays with their own. These designs encouraged students to 
notice where AI texts lacked depth, personal stance, or adequate support and sourcing. Such 
practices resonate with research that treats ChatGPT as a trigger for higher-order writing 
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strategies such as planning, revising, and synthesising sources rather than as an automatic 
producer of finished texts (Tsai et al., 2024; Xu & Jumaat, 2024; Tseng & Lin, 2024). The 
lecturers’ scaffolded integration approach, in which students could use ChatGPT for 
brainstorming or outlining but had to take full responsibility for drafting, revising, and 
editing, also reflects the call in recent work to balance assistance and skill development so 
that learners do not lose ownership of the writing process (Faiz et al., 2025; Dizon, 2024; 
Teng, 2024). In this study, ChatGPT was framed as “the companion, not the writer,” which 
aligns with arguments that AI can be productive when it is harnessed to promote critical 
reflection and metacognition rather than to produce ready-made answers (Mahapatra, 2024; 
Dong, 2024). 

At the same time, the challenges described by the lecturers highlight how fragile this 
balance can be in practice. Uneven levels of AI literacy meant that some students could craft 
effective prompts and evaluate AI output, while others struggled with basic operations or 
copied responses with minimal editing. This pattern mirrors findings that EFL students often 
use AI tools mainly for translation and grammar checking, and that many lack a deeper 
understanding of how these tools work or how to verify their accuracy (Hossain et al., 2025; 
Huang, 2023; Zhao, 2024). It also resonates with concerns about a growing gap between 
students who can engineer prompts strategically and those who interact with ChatGPT 
superficially or uncritically (Woo et al., 2024; Darwin et al., 2023). In the lecturers’ accounts, 
this skills gap created both pedagogical and ethical pressures: they had to spend time 
teaching basic AI literacy and responsible use alongside academic writing, and they faced 
situations in which students submitted almost entirely AI-generated essays while assuming 
this was acceptable because “the teacher said we can use ChatGPT.” 

These experiences connect directly to broader debates about academic integrity and 
fairness in AI-supported writing. The lecturers’ reports of overreliance and wholesale 
copying echo studies that document misuse of ChatGPT for entire assignments, as well as 
concerns that ChatGPT-assisted writing can inflate scores without reflecting underlying 
competence (Tsai et al., 2024; Janković & Kulić, 2025; Guleria et al., 2023; Revell et al., 2024). 
In the present study, the lecturers perceived this overreliance as harmful not only to 
individual learning but also to the trustworthiness of assessment and the institution's 
reputation. Their experiences reinforce arguments that AI use in writing education cannot 
be managed simply by banning tools or relying on detection technologies; instead, 
institutions and teachers must jointly develop clear principles and assessment practices that 
recognise the realities of AI-supported writing while still rewarding genuine learning (Roe 
et al., 2023; Wise et al., 2024; Kasneci et al., 2023). 

Situated within the Indonesian EFL context, these findings suggest several 
implications. First, lecturers’ experiences indicate that ethical AI literacy should be treated 
as an explicit learning outcome in academic writing courses. Students need structured 
opportunities to practise designing prompts, critiquing AI output, and deciding when and 
how to acknowledge AI assistance, rather than learning these skills informally and unevenly 
(Amin, 2023; Truonga, 2024; Neff et al., 2024). Second, there is a need for institutional 
support through professional development and guidelines that are sensitive to local realities. 
Studies in Indonesian and regional higher education show that while students are already 
using ChatGPT to support language development and self-evaluation, clear frameworks for 
ethical and pedagogically sound use are still in progress (Prasetya & Syarif, 2023; Nguyen et 
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al., 2024; Özçelik & Ekşi, 2024). The lecturers in this study were effectively improvising their 
own classroom policies and practices; their efforts could be strengthened and made more 
consistent if they were backed by institutional policies and training informed by emerging 
scholarship on AI in language education. 

This study shows that EFL lecturers’ experiences of navigating the ethical 
implications of ChatGPT in writing classes are characterised by ongoing negotiation across 
three interrelated domains: communication, pedagogy, and classroom challenges. The 
lecturers actively frame ChatGPT as a powerful but constrained tool, design activities that 
demand critical engagement with AI-generated text, and struggle with uneven AI literacy and 
temptations to outsource writing. Their experiences confirm many of the opportunities and 
risks identified in the literature on ChatGPT and EFL writing, but from the underexplored 
perspective of teachers who must translate abstract debates into concrete classroom 
practice. In doing so, they illustrate that ethical AI use in EFL writing is not a static rule but a 
situated practice continually shaped by teacher judgment, student behaviour, and the 
evolving institutional and technological landscape. 

CONCLUSION  
This study set out to explore how EFL lecturers navigate the ethical implications of 

ChatGPT in academic writing classes at an Indonesian university. The findings show that the 
two lecturers did not experience ChatGPT as a neutral, technical tool, but as something that 
immediately raised questions about authorship, integrity, and the nature of learning. In 
response, they adopted explicit, dialogic communication strategies to frame ChatGPT as a 
support for idea generation, clarification, and language refinement, while consistently 
emphasising that it must not replace students’ own thinking and writing. They designed 
activities that required students to critique, compare, and selectively adapt AI-generated 
texts. They restricted ChatGPT to the early stages of the writing process so that core cognitive 
and creative work remained student-led. At the same time, they faced persistent challenges, 
including uneven AI literacy, overreliance on AI output, and student misunderstandings 
about what counts as legitimate use, which placed additional pressure on them to teach both 
ethical reasoning and technical skills alongside academic writing. 

These experiences suggest that ethical use of AI in EFL writing instruction is not 
simply a matter of allowing or banning tools. However, an ongoing process of negotiation in 
which lecturers frame ChatGPT’s role, model critical engagement, and respond to students’ 
diverse practices and expectations. In the Indonesian private university context, where 
institutional policies and AI training are still developing, much of the actual work of 
regulating ChatGPT currently occurs at the classroom level through lecturers’ 
communication and pedagogical decisions. The study therefore underscores the need to 
recognise ethical AI literacy as an explicit learning objective in writing courses and to 
support lecturers through clear, context-sensitive guidelines and professional development 
focused on AI-supported writing. It also underscores the importance of assessment designs 
and course policies that acknowledge the inevitability of AI use while protecting academic 
integrity and the central role of learners’ own reasoning and expression. 

This research is limited by its small, single-site sample and its focus on two lecturers’ 
experiences within one institutional context, which means the findings cannot be 
generalised to all EFL settings. However, the in-depth case study offers a detailed picture of 
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how ethical AI use is being negotiated on the ground and can inform further work in similar 
contexts. Future research could extend this study by including a larger and more diverse 
group of lecturers, incorporating students’ perspectives more systematically, and examining 
how institutional policies and training initiatives shape classroom practice over time. 
Longitudinal and comparative studies across institutions and countries would deepen 
understanding of how AI tools like ChatGPT can be integrated into EFL writing in ways that 
genuinely enhance learning while preserving academic integrity and students’ development 
as independent writers. 
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